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Abstract

For high power three-phase rectifiers the use of unity power factor control
is becoming an industrial requirement. In particular, multilevel voltage-source-
rectifiers are of special interest as they offer reduced input current ripple and
lower switching device blocking voltages. Besides the advantages related to the
converter’s topology, further improvement of the overall system performance, in
terms of efficiency and realization effort, depends on the modulation strategy
employed. Furthermore, high switching frequency is desirable to increase the
power density and to improve current control dynamic performance. While a
switching frequency of few kHz is sufficient in most inverter applications, a PFC
converter is operated at higher frequency, e.g., 20-200 kHz in the kilowatt power
range. Thus, a wide current sensor bandwidth is required and more important
for PFC circuits than for inverters.

With this scenario, the Dissertation deals in its first part with innovative and
optimal modulation strategies for three-phase three-level PWM rectifiers. Both
direct and indirect methods are considered and the advantages and drawbacks of
conventional techniques critically presented. The novel current control concepts
are based on decoupling hysteresis current control and voltage oriented control
(Space Vector Modulation), respectively.

The design of a high-performance current sensor is addressed in the sec-
ond part of this Dissertation. Current sensor technologies are reviewed and the
sensor’s design parameters that facilitate broadband performance are analyzed.
Since the current sensor proposed has a current transformer as the main sensing
device, the frequency-dependent characteristics of ferrite wound components are
analyzed in detail.

The contribution presented for the direct modulation deals with a hystere-
sis current control concept for three-phase three-level PWM rectifiers based on
a virtual connection of the output center point and the mains star point and
achieves a decoupling of the three phases. This control technique, named Decou-
pling Hysteresis Control, besides having the advantages of a classical hysteresis
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control, provides a more regular switching of the power transistors and an in-
trinsic stability of the output center point voltage, and allows a full utilization
of the modulation range. Furthermore, a pre-control and synchronization signal
for the hysteresis band is implemented to obtain coordinated switching between
the phases and results in a near constant switching frequency and a current rip-
ple performance that is similar to conventional carrier-based PWM controllers.
These modulation strategies have been verified on a 5 kW Vienna Rectifier.

The presented technique to balance the output center-point voltage of a
hysteresis current-controlled three-level PWM rectifier is based on adding an
offset to the input current-reference. It is shown that the strategy of augmenting
the current reference by an offset in direct (hysteresis) modulated three-level
rectifiers is equivalent to the utilization of the redundant switching-states in
indirect (voltage-oriented) PWM modulation. The space-vector representation
of the input rectifier voltage and current is chosen to explain the effect of the
current-offset injection on the output center-point voltage. The influence of the
offset-current injection on the mains currents as well as the control and center-
point characteristics are analyzed and verified by measurements.

A further new contribution of the Dissertation is the implementation and ex-
perimental verification of two discontinuous pulse-width modulation (DPWM)
methods for three-phase, three-level rectifiers. DPWM’s features, such as im-
proved waveform quality, lower switching losses, reduced AC-side passive com-
ponent size, are investigated and compared to the conventional continuous
pulse-width modulation (CPWM). These features allow higher power density
and/or efficiency to be achieved and are important targets for the next gener-
ation of power rectifiers. The implementation of the two DPWM strategies is
explained by means of a space-vectors representation and modulation functions.
The analysis of the center point loading capability and of the interdependence
of AC-side and DC-side optimal PWM controllers is presented.

The design of a high-performance current sensor, to which is devoted the
second part of the Dissertation, is presented as the result of a detailed analysis
of the frequency dependent characteristics of ferrite wound components, which
enhance broadband performance.

A permeance model of the core is implemented to model the magnetic cir-
cuit. The model includes a linear lumped element equivalent circuit to approxi-
mate the non-linear complex permeability of the core, which was measured em-
pirically. The measured and simulated results of open-circuit impedance from
the secondary winding and the transimpedance gain of the current sensor are
compared and discussed. The flux distribution within the ferrite is modeled
using the electromagnetic wave propagation theory and the dimensional res-
onance effect is explained. Derivations for the losses in the core and in the
winding are included. A review of the literature dealing with the calculation

4



Abstract

of the frequency-dependent winding resistance is presented and the winding
impedance for the case study is calculated by a modified Dowell formula.

Particular emphasis is given to the calculation of transformer’s parasitics,
in particular of its self capacitance, which is a fundamental step for predicting
the frequency behavior of the device, to reduce the capacitance’s value and
moreover for more advanced aims of capacitance integration and cancellation. A
comprehensive procedure for calculating all contributions to the self-capacitance
of high-voltage transformers is presented, as well as a detailed analysis of the
problem, based on a physical approach.

Finally, a novel, planar current sensor, comprised of a magnetic current
transformer and a Hall-effect element is presented. The sensor has a broad
frequency bandwidth from DC up to 30 MHz, a high current rating (40 A DC),
superior linearity, high EMI immunity, small size, robustness and low realization
cost. The main design formulations are given analytically; simulations and finite
element results are presented for verification. Experimental results of current
step response and dv/dt immunity are included.
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Kurzfassung

Für leistungselektronische Dreiphasen-Gleichrichtersysteme ist in der Indus-
trie zunehmend der Einsatz von Leistungsfaktorkorrektur-Schaltungen erforder-
lich. Besonders Multilevel-Spannungsgleichrichter sind von besonderem Inter-
esse, da diese eine geringere Eingangsstromwelligkeit und niedrigere Sperrspan-
nungen der Schalter aufweisen. Allerdings hängt die Systemperformance hin-
sichtlich Wirkungsgrad und Realisierungsaufwand in hohem Mass von der ange-
wandten Modulationsstrategie ab. Daher beschäftigt sich der erste Teil der vor-
liegenden Dissertation mit innovativen, optimalen Modulationsstrategien für
dreiphasige Drei-Level PWM-Gleichrichter. Dabei werden sowohl direkte als
auch indirekte Modulationsmethoden betrachtet und die Vor- und Nachteile
gegenüber konventionellen Techniken aufgezeigt.

Um die Leistungsdichte von Gleichrichtersystemen zu erhöhen und das dy-
namische Verhalten der Stromregelung zu verbessern, sind generell hohe Schalt-
frequenzen erstrebenswert. Während für die meisten Motor-Umrichter eine Schalt-
frequenz von einigen Kilohertz ausreichend ist, wird ein Konverter mit Leis-
tungsfaktorkorrektur (PFC) im Kilowattbereich typischerweise mit 20-200 kHz
betrieben. Aus diesem Grund wird eine grosse Bandbreite der für die Regelung
notwendigen Stromsensoren benötigt. Der zweite Teil dieser Dissertation wid-
met sich daher der Analyse und dem Design eines breitbandigen Stromsen-
sors. Dabei werden unterschiedliche Stromsensortechniken untersucht und die
Designparameter für die Stromsensoren, welche die Messbandbreite bestim-
men, analysiert. Da der vorgeschlagene Stromsensor als Hauptkomponente einen
Stromtransformator besitzt, werden die frequenzabhängigen Charakteristika von
bewickelten Ferritelementen detailliert analysiert.

Der Beitrag zur direkten Modulationsmethode im ersten Teil der Arbeit
befasst sich mit einem Hysteresestrom-Regelungskonzept für dreiphasige Drei-
Level-PWM-Gleichrichter und basiert auf einer virtuellen Verbindung des Aus-
gangsmittelpunktes zum Netzsternpunkt. Dadurch wird eine Entkopplung der
drei Phasen erreicht. Diese Regelungsmethode wird als Decoupling Hystere-
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sis Control (Entkopplte Hystereseregelung) bezeichnet. Sie besitzt die Vorteile
einer klassischen Hystereseregelung, bietet jedoch zusätzlich den Vorteil nahezu
konstanter Schaltfrequenz der Leistungstransistoren, eine inhärente Stabilität
der Ausgangsmittelpunktspannung und erlaubt die vollständige Nutzung der
Modulationsbreite. Um ein koordiniertes Schalten zwischen den Phasen und
somit eine nahezu konstante Schaltfrequenz zu erhalten, wird ein Vorregelungs-
und Synchronisationssignal implementiert. Die resultierende Stromwelligkeit
ist vergleichbar mit konventionellen Trägersignal-basierten PWM Regelungen.
Diese Modulationsstrategien werden an einem 5 kW ViennaGleichrichter ex-
perimentell nachgewiesen.

Im darauffolgenden Teil wird eine Technik zum Abgleich der Ausgangsmit-
telpunktspannung eines Hysteresestrom-geregelten Drei-Level PWM-Gleichrichters
durch Hinzufügen eines Offsets zur Eingangsstromsreferenz vorgestellt. Es wird
gezeigt, dass diese Strategie in direkten (Hysterese-) modulierten Drei-Level-
Gleichrichtern gleichbedeutend mit der Verwendung von redundanten Schalt-
zuständen bei der indirekten (spannungsorientierten) PWM-Modulation ist.
Die Raumzeigerdarstellung der Eingangsgleichrichter-Grössen (Spannung und
Strom) wird zur Erklärung der Auswirkung des Stromoffsets auf die Ausgangsmit-
telpunktsspannung gewählt. Der Einfluss des Stromoffsets auf den Netzstrom,
ebenso wie die Regelung und die Mittelpunktcharakteristik werden analysiert
und durch Messungen verifiziert.

Anschliessend werden zwei diskontinuierliche pulsweitenmodulierte (DPWM)
Methoden für dreiphasige Drei-Level-Gleichrichter implementiert und experi-
mentell untersucht. Die Besonderheiten der DPWM, so wie zum Beispiel ver-
ringerter Strom-Oberwellenanteil, geringere Schaltverluste und geringere Kom-
ponentengrösse der netzseitigen, passiven Elemente werden untersucht und mit
der konventionellen kontinuierlichen Pulsweitenmodulation (CPWM) verglichen.
Diese Eigenschaften erlauben sowohl eine höhere Leistungsdichte als auch einen
besseren Systemwirkungsgrad, was wichtige Ziele für die zukünftige Generation
von leistungselektronischen Gleichrichtersystemen sind. Die Implementierung
der zwei DPWM-Strategien wird mittels Raumzeigerdarstellung und Modula-
tionsfunktionen erklärt. Abschliessend werden die Belastungsfähigkeit des Mit-
telpunktes und die Unabhängigkeit von Gleichspannungs- und Wechselspan-
nungsseite der optimalen PWM-Regler analysiert.

Der zweite Teil der Dissertation ist der detaillierten Analyse der frequenz-
abhängigen Charakteristika von bewickelten Ferritkomponenten und dem De-
sign eines breitbandigen Hochleistungsstromsensors gewidmet. Zunächst wird
ein Permanenzmodell des Kerns entwickelt, um den magnetischen Kreis zu
modellieren. In diesem Modell sind die Ersatzschaltbilder mit linear konzen-
trierten Elementen enthalten, um die nichtlineare komplexe Permeabilität des
Kerns zu approximieren, welche empirisch gemessen wurde. Die gemessenen
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und simulierten Ergebnisse der Leerlaufimpedanz der Sekundärwicklung und
die Transferimpedanzs-Verstärkung der Stromsensoren werden verglichen und
diskutiert. Die Flussverteilung im Ferrit wird unter Verwendung der elektromag-
netischen Wellenausbreitungstheorie modelliert und das Ausmass der Resonanz-
effekte erläutert. Zusätzlich werden die Verluste im Kern und in den Windungen
hergeleitet. Ein Überblick über die Literatur zur Berechnung des frequenzab-
hängigen Wicklungswiderstandes wird präsentiert und die Wicklungsimpedanz
wird für den vorliegenden Fall mit einer abgewandelten Dowell-Formel berech-
net.

Ein besonderer Schwerpunkt wird auf die Berechnung der parasitären Eigen-
schaften des Transformators gelegt, vor allem der Eigenkapazität. Dies stellt
eine wichtige Grundlage zur Vorhersage des Frequenzverhaltens des Bauteils
dar, sowie zur Reduktion des Kapazitätswerts, wie auch zur Integration und
auch Auslöschung der Kapazität. Es wird eine umfassende Prozedur zur Berech-
nung aller Anteile der Eigenkapazität von Hochspannungstransformatoren vorge-
stellt, ebenso wie eine detaillierte Analyse des Problems, basierend auf physikalis-
chen Methoden.

Zum Abschluss wird ein neuer, planarer Stromsensor präsentiert, der einen
magnetischen Stromtransformator und ein Halleffektelement beinhaltet. Der
Sensor hat eine Bandbreite vom Gleichstrombereich bis zu Frequenzen von 30
MHz, eine hohe Strombelastbarkeit (40 A Gleichstrom), ausgezeichnete Linear-
ität, hohe Robustheit gegenüber elektromagnetischer Störbeeinflussung, eine
geringe Grösse, eine hohe mechanische Robustheit und geringe Herstellungs-
kosten. Das Design wird analytisch erarbeitet und Ergebnisse aus Simulatio-
nen und Finite-Elemente-Berechnungen werden als Bestätigung präsentiert. Ab-
schliessend wird das Design mittels experimenteller Ergebnisse der Stromsprun-
gantwort und der dv/dt-Störfestigkeit bestätigt.
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Il fattore di potenza unitario per i raddrizzatori trifase e’ oggigiorno un
requisito per le applicazioni industriali. Le topologie di raddrizzatori a piu’
livelli di tensione sono di particolare interesse, in quanto offrono una migliore
qualita’ delle forme d’onda della corrente lato rete ed una ridotta tensione di
blocco sui dispositivi semiconduttori. L’esercizio del raddrizzatore, in termini
di efficienza e costi d’implementazione, dipende non solo dalla scelta opportuna
della topologia, ma puo’ essere migliorato a seconda della tecnica di controllo
della corrente che si implementa. Inoltre, un’elevata frequenza di commutazione
e’ opportuna per aumentare la densita’ di potenza e per migliorare la dinamica
del sistema di controllo. Se una frequenza di commutazione di pochi kHz e’
sufficiente per la gran parte delle applicazioni di invertitori, un convertitore
che effettua la correzione del fattore di potenza (PFC) e’ di solito operato a
piu’ elevate frequenze, ad esempio 20-200 kHz per potenze dell’ordine dei kW.
Pertanto, l’impiego di un sensore di corrente con larga banda passante e’ piu’
importante per un circuito PFC che per un invertitore.

Con queste premesse, la presente Dissertazione tratta nella prima parte tec-
niche innovative ed ottimizzate di modulazione per raddrizzatori trifase a tre
livelli. Sono stati esaminati sia i metodi diretti di modulazione che quelli indi-
retti; inoltre i vantaggi e gli svantaggi delle tecniche convenzionali di controllo
sono discussi. Le nuove strategie di modulazione sono basate sul controllo ad
isteresi disaccoppiato e sulla modulazione dei vettori di spazio.

La seconda parte della Dissertazione e’ dedicata alla progettazione di un
sensore di corrente a banda larga. Le tecnologie per la misura di corrente sono
rivisitate ed i parametri progettuali, che consentono di estendere la banda di fre-
quenza, sono analizzati. Poiche’ il sensore di corrente proposto ha un trasforma-
tore di corrente come dispositivo di misura principale, le caratteristiche dipen-
denti dalla frequenza dei dispositivi magnetici avvolti su nucleo di ferrite sono
analizzate in dettaglio.

Il contributo presentatato per la modulazione diretta riguarda un metodo
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di controllo ad isteresi per raddrizzatori trifase a tre livelli che si basa sulla
connessione virtuale del terminale centrale dell’uscita a tre livelli e del neutro
della rete d’alimentazione. Questa tecnica di modulatione, denominata Con-
trollo ad Isteresi Disaccoppiato, conserva i vantaggi della classica modulazione
ad isteresi, ed in piu’ garantisce una piu’ regolare frequenza di commutazione
ed una intrinseca stabilita’ della tensione del terminale centrale in uscita, ed in-
oltre la completa utilizzazione dello spettro di modulazione. Inoltre, un segnale
pre-controllo e di sincronizzazione che va ad aggiungersi alla banda di isteresi
e’ stato implementato per ottenere la commutazione coordinata delle tre fasi,
risultando in una quasi costante frequenza di commutazione ed in oscillazioni
della corrente lato rete paragonabili a quelle ottenibili dai convenzionali con-
trollori a rampa. Queste tecniche di modulazione sono state verificate su un
raddrizzatore trifase Vienna di 5 kW.

La tecnica presentata per controllare la tensione del morsetto centrale (lato
carico DC) per un raddrizzatore trifase a tre livelli controllato ad isteresi, e’
basata sull’aggiunta di un offset al segnale di riferimento per la corrente lato
rete. Viene dimostrato che, per un raddrizatore modulato in maniera diretta
(modulazione ad isteresi), la strategia di aggiungere al segnale di riferimento
un opportuno offset, e’ equivalente all’uso degli stati di commutazione ridon-
danti nelle tecniche di modulazione indiretta. La rappresentazione della tensione
e della corrente d’ingresso del raddrizzatore mediante vettori di spazio, e’ uti-
lizzata per spiegare l’effetto dell’offset sulle variazioni della tensione del punto
centrale dell’uscita. L’influenza dell’offset sulla corrente lato rete e le caratteri-
stiche di controllo sono analizzate e verificate sperimentalmente.

Un ulteriore contributo della Dissertazione riguarda l’implementazione e la
verifica sperimentale di due strategie di modulazione discontinua per raddriz-
zatori trifase a tre livelli. Le caratteristiche della modulazione discontinua quali
la migliore qualita’ della corrente lato rete, le ridotte perdite di commutazione,
la ridotta dimensione dei componenti passivi lato rete, sono investigate e con-
frontate con la convezionale tecnica di modulazione continua. Queste caratte-
ristiche consentono di aumentare la densita’ di potenza e l’efficienza, che sono
obiettivi importanti per la prossima generazione di raddrizzatori di potenza.
L’implementazione di due strategie di modulazione discontinua e’ spiegata per
mezzo della rappresentazione tramite vettori di spazio e delle funzioni di mod-
ulazione. L’analisi della capacita’ di carico del punto centrale d’uscita e della
mutua dipendenza dei controllori lato rete e carico sono anche presentate.

La progettazione di un sensore di corrente con elevate prestazioni techniche,
a cui e’ incentrata la seconda parte della Dissertazione, e’ presentata quale il
risulatato di una dettagliata analisi di tutti quei parametri dipendenti dalla
frequenza che consentono di estendere la banda d’esercizio.

Un equivalente circuitale basato sull’analogia tra capacita’ e permeanza e’
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utilizzato per modellare il circuito magnetico. Il modello comprende un circuito
equivalente che approssima la permeabilita’ complessa non-lineare del mate-
riale del nucleo, che e’ stata anche misurata. I risulatati simulati e misurati
dell’impedenza secondaria e della funzione di trasferimento sono confrontati
e discussi. La distribuzione del flusso all’interno del nucleo e’ modellata uti-
lizzando la teoria della propagazione delle onde elettromagnetiche e gli effetti
dimensionali sono spiegati. Le formulazioni delle perdite nel nucleo e degli avvol-
gimenti sono incluse nel capitolo. Una revisione dei contributi fondamentali in
letteratura relativi al calcolo della resistenza dell’avvolgimento ad alte frequenze
e’ presentata e l’impedenza d’avvolgimento per il caso-studio analizzato e’ cal-
colata mediante una formula di Dowell modificata.

Particolare enfasi e’ conferita al calcolo dei parametri parassiti di un trasfor-
matore ed, in particolare, della sua capacita’ parassita. Tale calcolo e’ fondamen-
tale per predirre il comportamento in frequenza del dispositivo, per ridurre il
valore della capacita’ parassita ed inoltre per scopi piu’ avanzati di integrazione
o cancellazione della capacita’. Una procedura completa per calcolare tutti i
contributi che costituiscono la capacita’ parassita di un trasformatore di alta
tensione e’ presentata, cosi’ come una dettagliata analisi del problema, basata
su un approccio fisico.

Infine, un nuovo sensore planare, costituito dalla combinazione di un trasfor-
matore di corrente e di un sensore Hall e’ presentato. Il sensore ha ampia banda
in frequenza da DC fino a 30 MHz, elevata portata (40 A DC), comporta-
mento lineare, alta immunita’ elettromagnetica, ridotte dimensioni, compat-
tezza e basso costo realizzativo. Il principio operativo e’ spiegato analiticamente;
simulationi e risultati FEM sono presentati come verifica. I risultati sperimentali
di risposta all’impulso e di immunita’ ad elevati dv/dt sono inoltre mostrati.
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Chapter 1

Introduction

"Is there, I ask, can there be,
a more interesting study than
that of alternating currents?"

Nikola Tesla

1.1 Background

1.1.1 Three-phase Power Factor Correction Circuits

Electricity is typically generated and distributed in the form of alternating
currents (AC) yet most of the electronic devices and many industrial applica-
tions require direct current (DC) to operate. The need of AC to DC conversion
was the birth of modern solid-state power electronics in the 1940’s and 1950’s.
The first components that signaled the era of rectification were the selenium
diodes, and then the progress in the rectification technology has been driven
by the appearance of successive generations of controllable semiconductor de-
vices [1]; beginning with the point-contact transistor by the Bell-Labs in the
1948, followed in 1951 by the junction transistor, the MOSFET (Metal Oxide
Semiconductor Field Effect Transistor) in the 1960’s, the insulated gate bipolar
transistors (IGBT) in the 1980’s and recently the Silicon Carbide (SiC) devices
[2], [3]. These latter power semiconductor devices are capable of being operated
at higher voltages, frequencies and temperatures than silicon power devices [4].
Thus, the latest switches technologies have gradually taken over more and more
of the applications and power ratings previously dominated by silicon controlled
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Figure 1.1: Conventional rectifier systems: (a) line commutated diode bridge,
(b) thyristor bridge, (c) DCM boost rectifier, and (d) voltage source, boost-type
two-level PWM rectifier.
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rectifiers (SCRs) and gate turn-off thyristors (GTO - firsty developed by the
GE company in 1958). The improvements in semiconductor technology, which
offer higher voltage and current ratings as well as better switching characteris-
tics, have allowed the growth and the expansion of application areas of power
converters.
Although nowadays there exists more than in the past a large availability of
power switches and key systems components, the challenge of rectification tech-
nology is to install the most suitable and reliable system architecture for the
specific application.
The earliest three-phase rectifier architectures were constituted by line commu-
tated rectifiers or diode bridges. They are usually supplied by an inductive AC
source and drive a voltage-type load [5]. They have found extensive applications
and often occur as interface in battery charger/power supply systems, such as
employed in automotive (for inst. as interface of a Lundell alternator [6]) and
aerospace applications. Three-phase diode bridge rectifiers have the disadvan-
tages of lagging displacement factor with respect to the voltage of the utility
(hence consumption of reactive power for large AC side inductors) and generate
odd non-triplen harmonics (5th, 7th, 11th, 13th, ...) in the AC line current.
More advanced rectification technology is constituted by the line commutated
controlled rectifiers or thyristor rectifiers which allows the control of the DC
output by delaying the firing current pulse applied at the gate terminal of the
thyristors. The most common topology is shown in Fig. 1.1.b, in which the six
diodes of Fig. 1.1.a are replaced by Silicon Controlled Rectifiers (SCRs). A con-
ventional and important application for thyristor rectifiers is found in machine
drives, for controlling the torque and the speed of a DC motor by the firing
angle of the thyristors. However, also this latter category of rectifiers suffer the
same disadvantages of a diode bridge, as concerns the poor quality of the input
currents.
A great improvement in the performance of the diode rectifier was obtained by
adding the classical self commutated topology an active power factor correction
stage [7]. The obtained single-switch rectifiers feature approximately sinusoidal
input currents, resistive mains behavior and controllability of the output DC
voltage. In Fig. 1.1.c a three-phase single-switch boost-type rectifier is shown
[8]; similarly, there exists also the buck-type realization of the rectifier.
However, the use of a PFC stage increases the number of switching devices,
which results in a higher failure rate and mean time to repair (MTTR). Al-
though the diode and thyristor bridge offer a high reliability, there are prob-
lems associated with their inability to control the non-sinusoidal input currents,
which are responsible for harmonic distortion in the utility.
In this scenario, active rectifier technology is the most promising technology
from a power quality viewpoint and valid competitor for traditional solutions
such as diode and thyristor bridges. A conventional six-switch three-phase
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pulsewidth-modulated (PWM) rectifier is shown in Fig. 1.1d. Active rectification
is a more interesting solution for industrial applications due to advantages such
as:

1. low harmonic distortion of line current;

2. power factor correction (PFC) capability (cosϕ=1) and, in particular,
regulation of input power factor to unity; [9];

3. adjustment and stabilization of DC-link voltage;

4. reduced size of the passive components, in particular of the AC side boost
inductors and the DC filter capacitor size;

5. possibility of bidirectional power flow.

Active rectifiers are now in use as standard products for both low- and
medium-voltage applications. Particularly voltage source rectifiers (VSRs), em-
ploying pulse width modulation, are the widest used power converters for ap-
plications within:

1. telecommunication power supply systems;

2. electrical drives [9];

3. welding power supplies;

4. uninterruptible power supplies (UPS);

5. air conditioning and ventilation;

6. battery chargers;
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Figure 1.3: Three-phase, three-level, PFC low-frequency PWM rectifier for
high power applications [10].

7. distributed power systems (DPS) [11];
8. aircraft power supplies [12];

For instance, a multisection AC drive system (cf. Fig. 1.2) typically uses a
DC bus supply that is common to multiple inverters. AC/DC converters using
thyristors for this common DC supply have the following inherent drawbacks:
the power factor decreases when the gate firing angle increases and the size of
the AC-side filter circuits becomes bulky, since the content of harmonics of the
line current is relatively large.
PWM rectifiers are applied by most global companies within AC/DC/AC con-
verters (back-to-back) or DC distributed power systems (Fig. 1.2). Furthermore,
thanks to advances in power semiconductor devices and digital signal proces-
sors, it is possible to implement sophisticated control algorithms which allow
fast operation and cost reduction. Appropriate control can provide both the
rectifier performance improvements, in terms of efficiency and reliability, and
reduction of the filtering effort [14].

Although active rectifiers are commonly used for both low- and medium-
voltage applications, this technology is currently not common for high-power
rectifier applications, partly due to the unavailability of suitable cost-effective
power electronic devices. Nevertheless, due to the regulations mandating and
recommending low-harmonic equipment (IEEE 519-1981, IEC 61000-3-2, IEC
61000-3-4) and in view of the advantages in terms of controllability, active
PWM rectifiers represent the future also for high-power applications. As the
voltage and current ratings and switching characteristics of power semiconduc-
tor devices are steady improving, hence the range of applications will continue
to expand in areas such as power supplies for motion control, multi-megawatt
industrial drives, and electric power transmission and distribution.
An example of a high-power three-level rectifier is shown in Fig. 1.3 [10]. This
unit is modulated at low frequency [15] and it is used as low-cost front-end
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is off and the input current flows through the upper or lower diodes to the
output bus.

PFC circuit for high-power applications. In Fig. 1.4 is represented a boost-type,
three-phase, three-switch, three-level PWM Vienna Rectifier and its simplified
equivalent circuital model.
Multilevel Voltage Source PWM Rectifiers (VSR) are of particular interest for
future high power applications [16]. They typically synthesize a staircase voltage
wave from several levels of DC capacitor voltage and they are able to produce
current waveforms with lower harmonic content than conventional two-level
topologies. Fig. 1.5 shows the input rectifier voltage for a three-level rectifier. A
major advantage of the converter for high voltage application is the reduced DC
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Figure 1.5: Simulation of the pulsewidth-modulated, input rectifier phase volt-
age referred to the mains star point and normalized over Vo

6
for a three-level

PWM rectifier. This voltage and the mains supply voltage provide sinusoidal
guidance to the input rectifier current.

maximum voltage applied to the switching devices. However a further effort in
the unit control is required since the voltage at the midpoint of the bus-splitting
capacitors needs to be regulated.
For the sake of completeness, it should be mentioned that the power factor cor-
rection can be achieved not only by a forced commutated (active) PWM rec-
tifier, but also by means of three-phase passive circuits, based on multi-phase
transformer or autotransformer-based diode rectifiers, and by hybrid solutions,
like the Minnesota rectifier [17], based on the principle of harmonic injection
[18] (cf. Fig. 1.6).

1.1.2 Current Control Strategies

Due to their key role for feeding variable speed AC motors, the current control
strategies for PWM voltage source inverters have received a great deal of at-
tention in the last three decades and they have been the subject of numerous
publications [19, 20]. The current control techniques have been compared with
emphasis on their performance in steady-state and in transient conditions and
to the switching frequency.
On the other hand, most of the current control techniques proposed for volt-
age source rectifiers have been borrowed from the drives technology, since it is
a quite straightforward approach due to the many analogies between inverters
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and rectifiers. Nevertheless, the application of the control strategy for a rectifier
unit is not an immediate task but can only be performed after a careful evalua-
tion and a thorough review of all critical requirements for the optimal operation
of the rectifier. The main differences between rectifiers, and in particular PFC
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circuits, and inverters deal with the following issues:

1. The quality of the input current, usually measured by the input current
total harmonic distortion (THD), is an important requirement for the
rectifier in order to reduce the pollution to the utility. The restriction to
impose to the THD (typically limited < 5%) makes the control design of
a rectifier more critical than in inverters.

2. The electromagnetic interference (EMI) emissions are a great concern in
PFC applications. The high-speed switching action of a PFC converter
generates both differential mode and common-mode noise at the input
and output of the PFC at high frequencies. The assessment of the com-
mon (CM) and differential (DM) radiated and conducted emissions is
of great importance [21]. Passive filtering is widely used to reduce the
electromagnetic interference into the utility.

3. Higher frequencies are desirable to reduce the size and weight of passive
components, especially of the boost inductors, and improve the current
control dynamic performance. Therefore the switching frequency in PFC
applications (up to 500 kHz [22, 23]) is higher than in inverter applications
(usually up to 20 kHz). For PFC application, the current sensing needs
therefore to be accurate.

4. The input currents are generally in phase with the input voltages and
bidirectional power flow is usually not required in PFC.

The switching associated to a particular modulation generates, as shown in
Fig. 1.5, a pulsewidth-modulated input rectifier voltage of sinusoidal frequency
content, which is formed by switching between the available DC output voltage
levels. For three-level rectifiers (for inst. the Vienna rectifier), besides the poten-
tial of the positive and negative DC voltage bus, also the neutral point potential
is available for the voltage formation. The DC bus voltages are thus converted
in three-phase switching waveforms that are filtered to produce a symmetrical
three-phase sinusoidal system. The filtering and storage roles of the passive ele-
ments, such as capacitors and inductors at the DC and AC side respectively, are
essential for the basic operating of the rectifier. The Voltage Source Rectifier
adopts a DC capacitive storage instead of an inductive storage, like in the cur-
rent source rectifiers. The DC capacitor is firstly charged to a certain voltage.
Then, the AC current can be controlled by the difference of AC mains voltage
and the PWM voltage waveform (this difference is the voltage across the boost
inductor), which is built at the input of the rectifier by switching among the
available DC voltages levels according with the modulation strategy.

The AC power level can be controlled by varying the AC current amplitude
and, if converter losses are neglected, this allows to control the DC power as
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well, thus resulting in a charge and discharge of the DC capacitor. The pro-
cess DC capacitor charge/AC current control/DC voltage control is based on
the possibility of energy storage of the dc capacitor (cf. Fig. 1.7). The filtering
action is necessary because of the PWM signals are present both on the DC
side and on the AC side.
The passive elements are charged/disharged during the switching period, ensur-
ing the smoothing of the AC currents and of the DC voltage. The characteristics
of the filtering components influence the performance of the implemented con-
trol technique. The dynamics of the rectifier’s input-current and output-voltage
controllers depend on the time constants of the two filter stages. Therefore the
overall design, that accounts for both filtering and control issues, is a trade-off
between high filtering and fast dynamics.
In most applications, three-phase voltage source converters have a control struc-
ture comprising an internal input current feedback loop besides the output volt-
age feedback loop, as represented in Fig. 1.8. The control principle of a PWM
rectifier is such that the reference current signal iref of the feedback current
control is built out of the information of the current magnitude, provided by
the output voltage Vo feedback loop for a given power level and by a normalized
sinusoidal reference, derived directly by the grid voltage vi.
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There exists a number of current control techniques that employ PWM mod-
ulation, and they differ for the type of controller used. Historically, the first
current control methods were introduced for the DC to AC voltage source con-
verters, and in particular three-phase, two-level inverters. Pulse-width modu-
lated, current-controlled (PWM CC) converters have found extensive applica-
tion especially because they exhibit, in general, better safety, better stability
and faster response than the voltage controlled ones [19]. Moreover they have
several additional advantages [24]. The PWM CC is applied to active rectifier
in order to ensure DC-link voltage regulation [25]. Thus, the PWM CC rectifier
is usually applied to front-end operation in AC drives with DC-link voltage
regulation [26, 27].
The status of art of the PWM CC concepts for VSC and the evolution of the
control methods in order to fulfill the needs of the technology is provided by
some authoritative works [19, 24, 28, 20, 29].

Since PWM CC techniques for three-phase rectifiers are in most cases di-
rectly borrowed from the control concepts developed for the inverters [30], there
does not exist a classification of the current control techniques for VS PWM rec-
tifiers like for inverters [20, 29, 31, 32]. The current controllers for three-phase
active rectifiers can be divided into two main groups:
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1. Direct Controllers;

2. Indirect Controllers.

In contrast to direct controllers (cf. Fig. 1.9a), indirect controllers (cf. Fig. 1.9b)
have clearly separated current error compensation and voltage modulation parts.
In general, they have also some advantages with respect to direct controllers:
constant switching frequency, well-defined harmonic spectrum, optimum switch-
ing pattern and fully independent design of the control structure.
Direct or on-off controllers are dividend into:

1. Hysteresis control, which is further divided into variable switching fre-
quency [33, 34] and constant switching frequency [35, 36, 37, 38], respec-
tively;

2. Discrete Pulse Modulators [39], [40];

3. Direct Power Control (DPC) [41, 42] and the Virtual-Flux DPC [43] ;

4. On-line Optimized, which is divided into maximum control dynamics and
minimum switching frequency algorithm [39], [44], [45].
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Figure 1.10: Overview of the current control strategies for three-phase PWM
rectifiers. These methods are typically used for the current control of invert-
ers and their application can be extended to three-level topologies, where the
center-point control is integrated into the phase-current control loop.

In particular, in soft-switched resonant three-phase rectifiers [46, 47], the com-
mutation process is restricted to discrete time instances, when the DC-link
voltage pulses are zero.

Therefore, a special technique called delta modulation (DM) or Pulse Den-
sity Modulation (PDM) or Discrete Pulse Modulation is used [48, 49].
On the other hand, the indirect controllers are divided into:

1. Linear controllers are: PI, State feedback [39], Resonant Controllers [39],
Predictive [50, 51, 52] and Deadbeat [31];

2. Nonlinear controllers, which are Fuzzy Logic, Artificial Neutral Network
(ANN) and Genetic Algorithms (GAs).

The group of PI current controllers comprises: Average Current Mode Control
[53, 54]; Stationary Vector Controllers (αβ/RST ) [39] and Synchronous-frame,
Voltage Oriented Control (VOC) [43, 55, 56] and the Virtual-Flux Oriented
Control (VF-OC) [43].
Fuzzy logic based control has been applied to modulation optimization [57], PI
based controllers [58, 59], to start-up optimization [60] and feedforward control
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and modulation [61]. Furthermore, soft computing techniques, such as genetic
algorithms, can be used for optimizing the design of rectifier systems [62] or to
adapt the parameters of advanced controls such as active damping [63].

1.1.3 Current Sensor Technologies

Industrial electronics equipment for measurement [64], control [65], protection
[66] and diagnostics [67] often require high-performance current sensors with
features such as:

1. wide frequency bandwidth;

2. high current rating;

3. high dv/dt immunity;

4. linearity and stability with temperature variations;

5. compatibility with integration processes;

6. low realization effort and low cost.

The types of current sensors that have appeared in recent publications were
based on numerous different physical effects, for instance magnetic coupling
[?, 68, 69], magneto resistance [70, 71], Faraday induction [72], Hall effect [73]
and zero flux [74]. However, as some recent comparative studies have shown
[75, 76, 77, 78], none of these sensors have really met all the requirements above
listed in one device. An overview of current sensor technologies is provided
in Fig. 1.11. The main differentiation is between sensors based on magnetic
coupling and sensors that use other principles. The magnetic coupling based
sensor are further split into sensors that use a magnetic core and coreless sensors.

A large bandwidth from DC [79] to several MHz has been the most difficult
objective, but is also one of the most crucial characteristics for modern cur-
rent controlled converters having switching frequencies up to 1 MHz and fast
dynamics [80, 81]. Accuracy and low-cost of the sensing device are important
requirements for current controlled converters. They are particularly crucial for
direct pulsewidth modulation, such as hysteresis and direct power control, or
for current sensor-based active ripple filters [82]. To circumvent these issues,
many sensorless control techniques for converters and drives have been devel-
oped over recent years [39]. Another important aspect is the immunity of the
sensor against external fields. For instance, a current sensor that is physically
located near a SiC J-FET, can be affected severely by dv/dt transients up to
several tens of kV/μs [4]. The parasitic coupling associated with the sensor it-
self can couple these transients into the sensing part causing distortion in the
output.
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Figure 1.11: Overview of current sensors technologies.

1.1.4 Wide Bandwidth Operating Range

Increasing the switching frequency has been the traditional approach to reduce
the converter size and improve dynamic performance. However, the increase in
switching frequency leads to increased power loss density, in particular in mag-
netic components, thus causing a raise of the device operating temperature.
The thermodynamic analysis of the system and the study of the energy and
heat flows are of great importance for the devices design and for assessing the
system’s performance and reliability [83]. The high switching frequency opera-
tion contributes to a significant increase of the parasitic electric and magnetic
coupling among components and generates the phenomena of electromagnetic
interference.
Besides the issues related to the optimal high-frequency layout of the converter
topology, one has to select properly the current sensor. This latter should posses
a frequency bandwidth at least one decade larger that the switching frequency,
i.e. converters switching in the hundreds of kiloherz range should be equipped
with current sensors in the Megaherz bandwidth range.
Fig. 1.13 clearly shows two of the major issues for the high-performance, high-
frequency operation of a current sensor. The ability of the current sensor to
follow the raising edge of a current pulse is dependent on the upper limit of its
frequency bandwidth. If the sensing element or the process electronic are not
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c)
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f )

Figure 1.12: Commercial current sensors: a) Current transformer, 20 MHz; b)
Closed-loop, DC to 200 kHz current sensor; c) DC to 100 kHz magnetoresistive
sensor; d) zero-flux, DC to 100 MHz current probe; e) 100 MHz shunt; f) DC
to 10 kHz, Hall-effect element.

fast enough, the current sensor is able to sense only a part of the current to be
measured, as displayed in Fig. 1.13a. Another important issue is constituted by
the losses dependent on the operating frequency. Especially for a magnetic core
based sensor, the eddy current losses in the core and in the winding are such
that the sensor current rating needs to be reduced for increasing frequency in
order to control thermal offset and dissipation. These challenges are faced in
the second part of this Dissertation.
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(a)

(b)

LEM LA55P
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Tek A6312

Shunt LEM 2510

Figure 1.13: Examples of high-frequency issues for current sensors. a) Current
step response of devices having MHz-range bandwidth (Tektronix Probe, Shunt,
Proposed Sensor-Ch. 8) compared to a narrow bandwidth device. Vertical scale:
5 A/div, time scale: 0.5 μs/div. b) Thermal derating for a Tek A6312 Probe.

1.2 Motivation

For high power three-phase rectifiers the use of unity power factor control is
becoming an industrial requirement. In particular, multilevel voltage-source-
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rectifiers are of special interest as they offer reduced input current ripple and
lower switching device blocking voltages. Besides the advantages related to the
converter’s topology, further improvement of the overall system performance
depends on the modulation strategy employed. The selection of an appropriate
current control technique allows an improvement of the rectifier’s efficiency and
to reduce the realization effort.

Up to now, the research of three-phase converters has been heavily focused
on inverter applications. Although most current control techniques developed
in the inverter area can be used in PFC applications, a PFC circuit has its
unique characteristics and, therefore, deserves some special treatment. In par-
ticular special attention has to be paid to the quality of the input current.
High switching frequency is desirable to reduce the size and weight of reactive
components, especially inductors, and to improve current control performance.

While a switching frequency of few kHz is sufficient in most inverter appli-
cations, a PFC converter is operated at higher frequency, e.g., 20-200 kHz in the
kilowatt power range. Thus, a wide current sensor bandwidth is required and
is more important for PFC circuits than for inverters. Accordingly, the issues
related to the high-frequency characterization of ferrite wound components and
in particular of current sensors are of special interest to model and predict the
frequency behaviour of the device.

1.3 Dissertation Objectives and
Contributions

The dissertation deals with innovative and optimal modulation strategies for
three-phase, three-level rectifiers. Both direct and indirect modulations are con-
sidered and the advantages and drawbacks of conventional techniques critically
presented. The novel current control concepts are based on decoupling hys-
teresis current control and voltage oriented control (Space Vector Modulation),
respectively. The goal of the novel controllers is to overcome the drawbacks
of the conventional control schemes and to retain the advantages thus leading
to an improvement of the converter performance in terms of efficiency, robust-
ness and low implementation cost. Moreover, the Dissertation addresses other
control issues for three-level PWM rectifiers, such as the output center point
voltage control for three-level topologies, the center point loadability, and the
interdependence of AC-side and DC-side optimal PWM control. The influence
of the modulation method on the switching losses is also undertaken, and two
discontinuous modulation methods are considered.

Besides the current control issues, the design of a high-performance current
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sensor is also addressed. For this aim current sensor technologies are reviewed
and the sensor’s design parameters that dictate broadband performance are
analyzed. Since the current sensor proposed has a current transformer as the
main sensing device, the frequency properties of ferrite materials are analyzed in
detail. A non-linear model of a gapped transformer, based on the capacitance-
permeance analogy, is used for the frequency analysis. A high-performance,
isolated current sensor, comprised of a planar current transformer with mul-
tilayer PCB winding and a Hall-effect element is presented. All these topics
are analyzed in detail in the dissertation, the principles of operation of the new
concepts are explained and theoretical and simulation results are systematically
verified by experiments.

The contributions of the Dissertation deal with the analysis, experimental
verification of the following topics:

1. Decoupling Hysteresis Current (DHC) control for three-level rectifiers;

2. variable torelance-band, synchronized DHC for three-level rectifiers;

3. loadability analysis of the center-point for three-level rectifiers;

4. study of the interdependance of the AC-side and DC-side optimization
for three-level rectifiers;

5. two discontinuous SVM methods for three-level rectifiers;

6. broad-band comprehensive model for the losses of a transformer based on
the capacitance-permeance analysis;

7. frequency characterization of ferrite marerials, including magnetic skin
depth and dimensional resonance;

8. electrostatic analysis of ferrite wound components;

9. a planar, isolated current sensor for high performance power electronics
applications.
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1.6 Dissertation Organization

In Chapter 2, a novel decoupling hysteresis current control concept for three-
phase three-level PWM rectifiers is presented. Another method that uses a
pre-control signal for the hysteresis band is implemented to obtain coordinated
switching between the phases and results in a near constant switching frequency
and a current ripple performance that is similar to conventional carrier-based
PWM controllers.

Chapter 3 deals with the center-point voltage control issue for three-level
converter topologies. The balancing of the output center-point voltage of a
hysteresis current-controlled three-level PWM rectifier is realized by adding an
offset to the input current reference. The main characteristics of direct and
indirect current control methods for three-phase active rectifiers are presented,
with particular emphasis on the degree-of-freedom one can use to balance the
center-point in three-level topologies.

In Chapter 4, the implementation and experimental verification of two dis-
continuous pulse-width modulation (DPWM) methods for three-phase, three-
level rectifiers are presented. A detailed analysis of both AC-side and DC-side
current waveforms is presented, and there is excellent agreement between the
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analytical, simulated and experimental results for the mains current ripple am-
plitude and output center point current over the practical modulation range.

In Chapter 5, the frequency dependent characteristics of a gapped toroidal
structure are extracted empirically over a bandwidth that exceeds 30 MHz.
The flux distribution within the ferrite is modeled using the electromagnetic
wave propagation theory and the dimensional resonance effect is explained.
Derivations for the losses in the core and in the winding are included in the
chapter.

Chapter 6 deals with the electrostatic analysis of ferrite wound component,
and a particularly complex architecture, a high-voltage transformer, is selected
to analyze with a broad perspective, the electric field distributions.

Chapter 7 presents a novel, planar current sensor, comprised of a magnetic
current transformer and a Hall-effect element. The main design formulations
are given analytically; simulations, finite element results and measurements are
presented for verification.

Chapter 8 summarizes and concludes. An outlook on further research topics
and open issues is provided.



Chapter 2

Pulse-Coordinated Decoupling
Hysteresis Control

2.1 Introduction

Three-phase PWM based rectifiers are desirable as the input phase currents
can be controlled to have a sinusoidal shape. By using a three-level topology,
such as the circuit in Fig. 2.1, the voltage stress on the switches is reduced to
half that of a two-level topology. The control of the input current waveform
shape for the three-level rectifiers can be divided into two categories, either the
conventional carrier-based controller (CCC) or the conventional hysteresis (or
tolerance band) controller (CHC) [24].

The CCC employs in each phase a P-type controller, a PWM triangular
carrier and a comparator to generate the gate drive signal of the corresponding
transistor. The main advantages of the carrier-based method are a fixed fre-
quency, which simplifies the EMI filter design and features natural center point
stability. However, the CCC requires a control-oriented modeling of the system
[53] and a mains voltage pre-control signal in order to insure a sinusoidal input
current shape with low control error [54]. In addition, the CCC has a relatively
low dynamic performance and requires additional control effort to compensate
for non-idealities such as differences in the switch delay times.

In comparison, the CHC directly compares the line current with the refer-
ence current and controls the switches appropriately to force the line current
to follow the reference. Hysteresis control is much easier to implement than a
carrier-based controller and the transient response is extremely fast since the
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Figure 2.1: Basic power circuit structure of a three-phase, three-level, six-
switch PFC rectifier.

current instantaneously follows any change in the reference signal. However,
the main disadvantage is that the switching frequency is not regular as the
actual switching frequency depends on the input inductor value, the hysteresis
band amplitude and on the input and output voltage levels. For three-phase
inverters and rectifier systems the CHC is implemented independently for each
phase current. However, it is well known that the switching of each phase is not
independent as there is coupling and/or interaction between the phases [32].

Therefore, both control methods present advantages and drawbacks. For
three-phase two-level PWM rectifier systems with CHC additional circuitry
has been proposed to limit the maximum switching frequency [45, 84], or to
keep it even constant [35, 25, 37, 31]. In particular, [25] proposes a hysteresis
control method for two-level PWM inverters that eliminates the interaction
between the phases thus allowing a phase-locked loop control of the modulation
frequency of the switches.

An analogous approach would be interesting for three-phase three-level rec-
tifiers (cf. Fig. 2.1). This Chapter proposes such control concept, which decou-
ples the three phases by extending the actual phase currents by a zero sequence
current component and results in a virtual connection of the mains star point N
and of the output center point M . Accordingly, the proposed current control is
named Decoupling Hysteresis Control (DHC). The decoupling provides a more
regular switching and a natural stability of the output center point. Further-
more, the advantages of the conventional hysteresis control such as excellent
dynamic performance, low complexity of implementation, and direct compen-

38



2.1. INTRODUCTION

sation of non-idealities (e.g. of gate drive and switching delay times and power
semiconductor on-state voltage drops) are maintained.

In this Chapter the DHC concept for three-level rectifiers is further extended
so that the rectifier is operated with a constant switching frequency and the
switching of each phase is synchronized and aligned to reduce the current ripple
and to achieve a phase current waveform similar to that of a CCC.

2.1.1 Conventional Hysteresis Current Control

For three-phase, three-level PWM rectifier systems the CHC, shown in Fig. 2.2,
is implemented independently for each phase. Each current controller directly
generates the switching signal, s

′
i, (2.1), where i indicates the phase R, S or T .

For the case of positive input current, if the error between the phase current,
ii, and the reference sinusoidal current, i∗i , exceeds the upper hysteresis limit
+h, the power transistor of the corresponding phase is turned off, causing ii to
decrease. Once ii reaches the lower hysteresis limit −h, the power transistor is
turn on again, the phase current increases and the cycle repeats.

s
′
i =

{
0 if ii > i∗i + h
1 if ii < i∗i − h

(2.1)

The final switching decision, si, is determined considering the direction of
the mains phase current [8] or the sign of the corresponding reference current
i∗i as given in (2.2) or of the related mains phase voltage vi.

si =

{
s
′
i if i∗i ≥ 0

NOT s
′
i if i∗i < 0

(2.2)

In Fig. 2.2 this is considered in the block labeled with (2.2). The resulting
input current waveform (cf. Fig. 2.2) exhibits time intervals where no switch-
ing occurs. This clearly indicates a mutual influence of the phase current con-
trol circuits. Furthermore, as shown in [85] the rectifier output center point is
not naturally stable and therefore must be actively controlled. This could be
achieved in the simplest case by a P-type control in Fig.2.2) which generates an
offset, idc, of the phase current reference values in case an output center point
voltage shift

ΔvM = 1
2
(VC+ − VC−) (2.3)

occurs (VC+ and VC− are the upper and the lower output partial voltages). The
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Figure 2.2: a) Block diagram of a conventional hysteresis current controlled
(CHC) rectifier and b) phase current.

CHC has among its advantages, simplicity of implementation, robustness, and
excellent dynamics but results in irregular switching and is characterized by a
dependency of the average switching frequency on the mains voltage and output
voltage transfer ratio, the absolute mains voltage level, the input inductor value
and the width of the hysteresis band.

2.1.2 Conventional Carrier-based Current Control

For CCC, the switching decision s
′
i, is the result of a comparison of the dy-

namically weighted current error (in the simplest case only a P-type control

40



2.1. INTRODUCTION

ii
*
ii

+

-

+
+

si

+

vC-

oV2
1

idc

-

i′iv

pre-control
signal vi

triangular
carrier

is′ic

L
3

vi

+
+

+

M

+

+

i

sgn (ii )

a)

b)
0

-1

0

1

Figure 2.3: a) Block diagram of a conventional carrier-based current controlled
(CCC) rectifier and b) phase current.

is employed) with a triangular carrier signal, as shown in Fig. 2.3. The use
of a triangular carrier results in a constant switching frequency. As with the
hysteresis control, the final switching decision, si, depends on the sign of the
corresponding mains phase current reference value.

In order to ensure a low current control error and/or a sinusoidal input
current shape also for P-type control, a mains voltage pre-control signal, vi, is
added to the current controller output. The time behavior of the pre-control sig-
nal can be derived from an analysis of the input voltage formation [54] resulting
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in

v
′
i =

⎧⎨
⎩

ÎCS

(
4vi

Vout
− 1
)

if ii ≥ 0

ÎCS

(
4vi

Vout
+ 1
)

if ii < 0.
(2.4)

As the output voltage center point of the rectifier for CCC is naturally
stable [85], theoretically no output voltage center point control would have to
be provided. However, in a practical realization an asymmetry of the partial
output voltages can occur due to non-idealities such as different switching and
gate drive delay times of the phases. Therefore, a control of the center point
voltage is implemented following the same concept as for the CHC.

For the switching state sequence of the CCC a subsequent rectifier switching
state is achieved by changing always only the switching state of one phase.
Compared to that the switching of the CHC is highly irregular, what results in
a higher average switching frequency for equal input current ripple rms value.

2.2 Decoupling Hysteresis Control: Principle
of Operation

The basic concept of the proposed control can be clearly shown based on an
equivalent circuit of the AC part of the three-phase PWM rectifier depicted in
Fig. 2.4. The shape of the input phase current ii, (index i indicates phase R, S

vR L

M

vMN

N

R

S

T

vRM
iR

vRN

Figure 2.4: Equivalent circuit of the AC part of a three-phase PWM rectifier.
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or T ) is defined by the voltage across the input inductors vL,i⎧⎪⎪⎪⎨
⎪⎪⎪⎩

L diR
dt

= vL,R = vR − vRN

L diS
dt

= vL,S = vS − vSN

L diT
dt

= vL,T = vT − vTN

(2.5)

where viN are the rectifier input voltages referred to N . As the mains star
point, N , and the rectifier center-point M are not connected, hence the rectifier
input voltages are given by⎧⎨

⎩
vRN = vRM + vMN

vSN = vSM + vMN

vTN = vTM + vMN

(2.6)

where viM are the rectifiers input voltage referred to M , and vMN is the zero
sequence voltage occurring between the mains star point and output center
point. Furthermore, the sum of the phase currents is forced to zero

iR + iS + iT = 0 (2.7)

In addition for a symmetric mains

vR + vS + vT = 0 (2.8)

is valid. Taking (2.7) and (2.8) into account, it follows from (2.5) and (2.6)

vMN = −1

3
(vRM + vSM + vTM ) (2.9)

which corresponds to a mutual coupling of the three phases. In case M and N
would be connected (vMN = 0), and/or

viN = viM (2.10)

the current in each phase would only be dependent on the respective rectifier
phase and mains phase voltage and a zero sequence current driven by vMN

would flow in the center point to neutral connection. For the proposed DHC,
the connection of N and M is virtually established (shown by a dashed line
in Fig. 2.4) by adding a zero sequence current i0 to the actual phase current
(i′i = ii+i0, cf. Fig. 2.5) where i0 is generated by the integration of the measured
zero sequence voltage vMN

i0 =
1

L

∫
T

vMNdt (2.11)
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Figure 2.5: Decoupling hysteresis current control implementation.

where L denotes the phase inductance. Therefore, the controller processes the
same error signal as for an actual connection of N and M . Accordingly, a decou-
pling of the three phases is realized. In Fig. 2.6, the simulated time behavior of
the virtual phase current ii and of the corresponding actual phase ii is shown.
The control error Δii = i∗i − i′i processed by the hysteresis controller is depicted
in Fig. 2.6d, the ripple of the actual phase current is shown in Fig. 2.6b.

The decoupling hysteresis controller (DHC), as shown in Fig. 2.5, has the
same basic outer structure as the standard CHC where the phase current is
subtracted from a current reference and the hysteresis controller generates a
switching signal from the current error. The DHC has an additional control
loop that generates i0. By summing the measured line current, ii, with i0 a
virtual current i

′
i is formed. With the correct formation of i0 the switching of

the hysteresis controller can occur without any interaction between each of the
phase controllers. The operation of the DHC can be seen from the simulation
results in Fig. 2.6a where the virtual phase current i

′
R has a current ripple that

is always maintained within the hysteresis band. Fig. 2.6c shows the actual
line current iR and it can be seen that it is does not have the same current
ripple as the virtual current. Compared to the phase current produced using
the CHC (Fig. 2.2) the phase current is now being continuously switched over
the complete mains period.
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Figure 2.6: Simulated time behavior of the actual mains current iR (a) and
of i

′
R= iR + i0 (cf. Fig.2.5) (c) within one mains period in case of DHC. The

respective current ripples are shown in (b) and (d).

2.2.1 High Frequency Injection

The aim of the high frequency injection is to decouple the phases and/or avoid
the interaction of the phase switching. The phase interaction is caused because
the mid point to neutral voltage is not constant, as it is dependent on each of
the rectifier input voltages as given by (2.5),(2.6) and (2.9) . The vNM voltage is
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determinated, either from direct measurement or by summing the input to mid-
point voltages and high pass filtering to extract the high frequency or switching
components of the voltage. From this voltage a current signal is generated by
using an integrator with a gain of 1/L, where L is the input phase inductance,
as given by 2.13. This current signal is then summed with the actual current (as
this is the controlled quantity). The high frequency components of the current
i0 now modify the measured phase current signal. This now virtually decouples
each phase switching action, thus producing a regular switching that has no
interference from the other phases.

vMN = +
1

3
(vRM + vSM + vTM ) (2.12)

i0 =
1

L

∫
T

vMN dt (2.13)

The operation of the DHC can also be explained using the equivalent circuits
depicted in Fig. 2.7. Fig. 2.7a shows the case where the mid-point of the two
output capacitors is directly connected to the mains neutral. In this case there
is no mechanism for any coupling between the phases as the current, ii, that
flows in each phase is only dependent on the total voltage measured to the mid-
point, viM . The fundamental current is produced by the voltage difference of
the mains voltage, vi, and the fundamental voltage at the input of the rectifier,
viM,l. The current ripple is created from the high frequency switching voltage
at the input of the rectifier.

In the case where the mid-point point is disconnected (Fig.2.7b), there is
now coupling between the phases as each phase current must return via the
other two phases. In terms of the equivalent circuit there are now two additional
voltage components formed because of the interaction (cf. 2.12). There is a low
frequency voltage v̄MN and a high frequency switching voltage, vMN,r. For high
frequency considerations the low frequency component is ignored. The addition
of the decoupling controller now effectively shifts the switching component of
vMN into each of the phases (Fig.2.7c). This effectively makes the point M

′′
look

like it is connected to the mains neutral point and that is the reason why the
high frequency switching does not have any interaction with the other phases.

2.2.2 Low Frequency Control

From the equivalent circuit and 2.12 there is still a low frequency component,
v̄MN , in the voltage vMN , that represent namely the degree of freedom in the
modulation. By applying a low frequency controller to the DHC system it is
possible to properly shape this low frequency component. In conventional PWM
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Figure 2.7: Equivalent circuits of DHC implementation (a) physical connection
of M and N (b) DHC (c) virtual connection of M and N .

systems it is desirable to add a third harmonic component to the reference so
that the modulation range is extended [86]. It is also desirable to extend the
modulation range for the three-level rectifier, therefore the low frequency con-
troller is used to shape the low frequency component to be a third harmonic
or zero sequence component. Fig. 2.5 shows the low frequency control path
where the low pass filtered voltage vNM is used as one input to the controller.
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This voltage is then compared against a reference third harmonic voltage. This
reference voltage can be generated either from a three-phase bridge rectifier
connected to the mains voltage or through digital calculation. The error be-
tween the reference and the measured voltage is processed by a PI controller to
generate a low frequency component of current i0 that is superimposed on the
phase currents. From [87] and [85] it is shown that i0 at the control level causes
a simultaneous change in the mid-point current and a zero sequence voltage in
the input rectifier voltage. In this control case the controller produces a small
change to i0. In the case of the three-level rectifier the gain between i0 and vMN

is very high. This can be seen from Fig 2.8a where the rectifier input voltage
waveform now has a significant zero sequence component caused from the zero
sequence voltage reference. Fig. 2.8c shows that the low frequency component
of i0 has a magnitude of 20 mA while the low frequency component of v̄MN is
80 V, resulting in a gain of the order of 4000. This high gain can also be seen
from the Fig.2.8(b) where the reference and the measured voltage are almost
identical. It is interesting to note that the current i0 has high peak values that
are caused when the phase currents go through zero and that the controller is
increasing its control value to maintain vMN at the reference voltage level.

Since the system has a very high gain between i0 and vNM it is not necessary
to use the proportional part of the PI controller. Only an integrator is necessary
to take the error voltage and generate the controlling current. An integrator with
a gain of 1/L is sufficient to act as a controller, therefore both the low and high
frequency branches be combined together to produce a single control loop as
is shown in Fig 2.9. This significantly reduces the complexity of the controller
and does not change the performance of the system.

A further advantage of the DHC compared to the CHC is that the mid-point
voltage is naturally stable. The bandwidth of this inherent mid-point control is
determined by the system parameters and the operating point. To ensure that
the control of the mid-point voltage has a defined bandwidth an additional
output voltage center point controller can be added as shown in Fig. 2.9. The
mid-point voltage is compared against a reference, which is normally half of
the total output voltage, and a proportional controller produces a DC current,
idc, from the error and is added into the DHC. It was shown in [85] that a
current idc causes a mid-point current and this mid-point current then causes
the voltage on the capacitors to change reducing the error.

The DHC has been shown to produce switching with no phase interactions
and has inherent stability of the capacitor mid-point voltage [88]. Although
DHC makes the switching frequency more regular than a CHC it is desirable to
have the rectifier operating with a constant switching frequency as this makes
the EMI filtering task simpler. Implementing constant frequency switching in
hysteresis control system, as has been shown in the literature for single- and
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Figure 2.8: Simulated time behavior within one mains period of the triangular
signal v∗

3 injected in the control loop to allow the extension of the rectifier
modulation range and resulting low pass filtered rectifier input voltage, a) low
frequency components of vMN , b) reference v∗

3 , and c) i0. Simulation parameters
are: L = 450 μH, Vo = 700 V, V̂ = 327 V, Î = 21 A.

three-phase inverter systems, is achieved by varying the hysteresis band ampli-
tude as the input voltage level changes [36, 35].

2.2.3 Output Partial Voltages Balancing

The proposed current control results in the natural stability of the rectifier
output center point M and/or exhibits a self balancing of the output capacitor
voltages VC+ and VC−. In Fig. 2.10 the dependency of the midpoint current
(global) average IM on the output center potential shift ΔVM defined in (2.3)
is depicted for CHC (dashed line, for a proof of the instability of M in case
of CHC see [36]) and for the proposed DHC (bold solid line). Furthermore, an
approximation of the characteristic of the DHC (thin line) is included which
could be analytically derived as follows.
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Figure 2.9: Combining high frequency and low frequency paths and using
single integrator control.

If one assumes the three phases to be decoupled, each phase circuit can be
considered as conventional single-phase boost converter where the total mid-
point current iM of the three-phase system can be calculated as

iM = iMR + iMS + iMT (2.14)

For each boost converter the output current iMi is related to the respective
input current ii by the duty cycle di

iMi = di · ii (2.15)

where di is defined by

di =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 − vi

1
2
V0 + ΔVM

if vi, ii ≥ 0

1 − vi

1
2
V0 − ΔVM

if vi, ii < 0

(2.16)
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Figure 2.10: Natural stability of the output center point for DHC (bold line)
and instability for CHC (dotted line); analytically derived characteristic of the
DHC shown by thin line.

This clearly shows that, e.g. for ΔVM > 0 (VC+ > VC− results for vi > 0 in a
reduction and for vi ≤ 0 in an increase of the corresponding power transistor
turn-on time. Accordingly, in the average over the half period vi > 0 a lower
share of the phase current ii > 0 is switched to the output center point M
than drawn from M within vi ≤ 0 (ii ≤ 0). This results in a global average
value of the center point current IM < 0, charging C− and discharging C+
what finally decreases ΔVM . The corresponding characteristic is depicted in
Fig. 2.10. Analogous to CHC (cf. Fig. 2.2) a zero sequence voltage vdc can be
used for DHC to implement a feedback control of the midpoint current average
value IM and/or of the midpoint potential shift ΔVM , as shown in Fig. 2.9.

2.2.4 Average Switching Frequency

The average switching frequency favg can be calculated starting from the time
distribution of the switching state commutations ŝi, where ŝi = 1 for each
change of switching state. The local switching frequency is then provided by
the number of commutations of ŝi within a sliding time window Δt centered in
tloc, 0 ≤ tloc ≤ T/2, and given by
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Figure 2.11: Experimental verification of the natural stability of the output
center point for DHC while the traces of the partial output voltages for CHC
are diverging. Vertical scale 5 V/div.

floc =
1

2 Δt

∑
i

s̃i|Δt (2.17)

Fig. 2.12 shows the switching frequency distribution derived for a window
of Δt = 300μs according to (2.17), in case of CHC, CCC, and DHC. In this
latter case, the switching frequency is nearly constant whereas for CHC a highly
irregular switching occurs. The parameters of the simulations in this paper
have been set to obtain the same current ripple rms value for the three control
concepts.

2.3 Variable Hysteresis Band

Since the switching frequency or time the switch is on and off is dependent on
the width of the hysteresis band, the voltage difference across the inductor and
the inductor value, the switching frequency can be kept constant by adjusting
the width of the hysteresis band depending on the mains voltage. Fig. 2.13 is
used to help derive an expression for three-level systems to vary the hysteresis
band in order to keep the switching frequency constant. In order to derive a
relatively simple expression for the hysteresis band it is assumed that during
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Figure 2.12: Time behavior of the switching frequency distribution within a
half mains period in case of a) CHC, b) CCC and c) DHC.

one switching period the fundamental voltage is constant. During the positive
half cycle of the mains voltage the turning on and off of the phase switch either
impresses zero or half the output voltage at the input of the rectifier. When the
switch is on the input rectifier voltage is zero and the current increases until
the upper hysteresis band is reached. At that time the switch is turned off and
the rectifier input voltage becomes 0.5Vo since the upper diode is conducting.
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This causes the current to decrease until the current reaches the lower hys-
teresis band. Together these two switching times represent one switching cycle.
By considering the positive half cycle the switching time, T , can be derived as

T =
h · L · 1

2
Vo

vi

(
1
2
Vo − vi

) (2.18)

For the negative half cycle the switching time, T , is similarly determined.
Combining the switching time equations and rearranging the hysteresis band,
h, required to produce a constant frequency is expressed as

h =
T · |vi|

(
1
2
Vo − | vi|

)
L · 1

2
Vo

(2.19)

For sinusoidal input rectifier voltage, viM , the shape of the hysteresis band
for one mains period is shown in Fig. 2.14, where the magnitude has been
normalized by dividing by the peak value of the reference current. At the peak
of the mains voltage the hysteresis band has to be decreased to maintain a
constant frequency. The hysteresis band has to be also substantially decreased
as the mains voltage approaches zero.
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Figure 2.14: Normalized hysteresis band shape for one half a mains period
that allows to keep the switching frequency constant at 32 kHz. Normalized to
a peak current of 1A.

2.4 Phase Switching Synchronization

The use of a variable hysteresis band produces nearly uniform switching fre-
quency of each of the virtual phase currents. However the switching for each
phase is still independent and is not coordinated in anyway. By synchronizing
the switching actions of each phase to a common frequency reference an input
current waveform shape similar to that produced by a CCC could be achieved.
This waveform would have a reduced rms current ripple than produced by the
CHC and DHC.

The synchronization and the achieving of constant switching frequency has
been previously proposed [89]. In this paper the authors presented a method
using a phase-locked-loop (PLL) that generated a varying hysteresis band to
force the synchronization of phase switching. The switching signal was used as
one input into a Type II phase detector (PD), and a reference frequency was
used as the other input. The use of the switching signal as an input to the PLL
would make alignment of the switching difficult to achieve over the full range
of duty cycles. This may explain why the alignment of the switching signals in
Fig. 22 of [89] is not as good as that produced by CCC. The proposed method
(Fig. 2.15) uses a PLL and a pre-control signal for the hysteresis band, as pre-
sented in the previous Section and shown as the block that produces the signals
hR,S,T . The pre-control ensures that the switching frequency is already close to
the required switching frequency. The synchronization circuit then adjusts the
level of the hysteresis band to force the switching signals to become locked to
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Figure 2.15: Extension to DHC to synchronize the switching of each phase to
produce input current waveforms similar to CCC.

a reference signal.

To reproduce a synchronized switching pattern as in CCC requires the
switching signals to be centered to a common point. In this method the current
error, Δi′i, the difference between the current reference and the virtual current,
is used to synchronize the switching action. Since the current error is an equally
positive and negative signal, it can be compared with a zero reference to pro-
duce a 50% duty cycle logic signal. In CCC the current error signals are aligned
therefore by aligning the current error logic signal with a reference signal the
synchronization of the switching can be achieved. To adjust the switching of
each phase a PLL is used to slightly modify the hysteresis band level. The PLL
loop is implemented with a Type I (XOR) phase detector that when locked
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produces a 50% duty cycle output. The output of the phase detector is then
low pass filtered and attenuated to produce the small change in the hysteresis
band.

Fig. 2.17 shows the waveforms generated by the synchronization control
scheme. The reference signal is a 50% duty square wave. When each of the PLLs
is locked, then the hysteresis bands have been modified such that the current
error waveforms, ΔiR,S,T , are all in phase. The resulting output of the com-
parators, tR,S,T , are in phase with the common reference signal. The switching
signals, sR,S,T , are also centered around the rising edge of the reference signal.

The use of a Type I XOR PD allows a simple and inexpensive implementa-
tion. The low pass filter that is designed to have a fast locking time as it should
be able to track changes in less than 1 ms. The loop filter has been designed to
have a cutoff frequency of 6 kHz.

The steady state performance of the synchronization can be seen in the
phase current waveform of Fig. 2.21. The current waveform and frequency spec-
trum has a very similar characteristic to that produced by CCC. This shows
that DHC with phase synchronization can have the advantages of both hystere-
sis and carrier-based current controllers.

Fig. 2.16 shows the frequency spectrum of input phase current ripple for the
case of a CHC and a DHC with variable hysteresis band. In Fig. 2.16a it can
be seen that the switching is occurring over a relatively wide frequency range
for CHC compared to DHC with varying hysteresis band where the switching
frequency is more centered around 32 kHz.

2.5 Experimental Analysis

The experimental evaluation of the DHC is achieved by using a Vienna rectifier
as the three-phase, three-level rectifier. The Vienna rectifier is connected to a
three-phase 200 V rms line-to-line, 50 Hz voltage source and operated with an
output voltage of 380 Vdc at an output power of approximately 1 kW. The cur-
rent controller is implemented with analog circuitry to achieve accurate hystere-
sis current switching. The three reference currents and variable hysteresis bands
are generated digitally using an Analog Devices ADSP21991 DSP, which is a
16-bit, 160 MHz processor, although a standard control microprocessor could
be used. The experimental results for the CHC, DHC with a fixed hysteresis
band and DHC with a varying hysteresis band are shown in Figs. 2.18-2.20. For
CHC (Fig. 2.18) it can be seen for the R phase switching signal, vGS , that there
are periods where no switching occurs and the switch is turned off (a high vGS

indicates the switch is off). For the case of DHC with a fixed hysteresis band
(Fig. 2.19) there is now more uniform switching occurring during the mains pe-
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Figure 2.16: Frequency spectrum of the input current iR, in case of a) CHC,
b) DHC, c) DHC with variable hysteresis band and d) DHC with variable band
and synchronization of pulse patterns. The switching frequency is 32 kHz and
the fundamental is omitted.
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Figure 2.18: Phase voltage (100 V/div), phase current (2 A/div) and gate
signal (5 V/div) for CHC.
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vR

vGS

Figure 2.19: Phase voltage (100 V/div), phase current (2 A/div) and gate
signal (5 V/div) for DHC.

riod although there is some variability in the switching frequency. For the case
of DHC with a varying hysteresis band (Fig. 2.20), the shape of the hysteresis
band can be seen and that the switching is more uniform.

2.6 Conclusion

In this Chapter, a novel hysteresis current control based on the decoupling of
the phases by the injection of a zero sequence, has been proposed. A further ex-
tension to the proposed decoupling hysteresis controller concept for three-level
three-phase rectifiers produces a constant switching frequency and synchronized
switching. The DHC takes advantage of the decoupling of the three phases by
employing a virtual connection of the mains star point and the output center
point in the control loop and removes the phase interaction at the control level.
By using a varying hysteresis band, rather than a fixed band, the switching fre-
quency of the rectifier can be made almost constant. The DHC control strategy
with and without a varying hysteresis band has been verified through simulation
and experimental implementation in a Vienna rectifier.

Through the use of a common fixed frequency reference signal and current
error signal a PLL for each phase can slightly adjust the varying hysteresis band
produced by the pre-controller to produce synchronized switching of all three
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Figure 2.20: Phase voltage (100 V/div), phase current (2 A/div) and gate
signal (5 V/div) for DHC with varying hysteresis band.

phases. The synchronized switching produces a phase current waveform with
reduced current ripple that has the same quality as achieved with conventional
carrier-based controllers.
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Figure 2.21: Comparison of experimental phase R currents generated by the
different hysteresis controllers, i.e. conventional hysteresis control (CHC), de-
coupling hysteresis control with constant hysteresis band (DHC CHB), DHC
with variable constant hysteresis band (DHC VHB), synchronized DHC (DHC
Sync). Current scale: 10 A/div, time scale: 2ms/div.
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iR, showing the reduced current ripple level for the synchronized DHC.
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Chapter 3

Center-Point Voltage Control

3.1 Introduction

The three–phase, current-controlled, voltage-source, PWM rectifier has found
extensive application as front-end stage in AC drives [90, 91], in distributed
power systems [92], as input power-supply for welding processes [93], within
more-electric aircraft [94] due to several advantages such as:

1. regulation of input power factor to unity;

2. low harmonic distortion of line current;

3. adjustment and stabilization of DC-link voltage;

4. reduced size of the boost inductors.

Three-level topologies, as the circuit shown in Fig. 3.1 [95], have further ad-
vantages with respect to the conventional two-level topologies in terms of lower
blocking voltage across the power switches and reduced input current ripple.
However, a larger number of semiconductors is needed and the modulation be-
comes more complex. In addition, the balancing of the output capacitor voltages
has to be ensured, in order to prevent over-voltage stress across the semicon-
ductors and the output capacitors and to avoid low-frequency harmonics in the
input rectifier voltage [96, 97, 85, 87].

3.1.1 Center-Point Voltage Balancing Methods

The problem of controlling the center-point voltage variations has been widely
recognized for three-phase three-level inverters [87, 96, 97, 98, 99, 100, 101].

65



CHAPTER 3. CENTER-POINT VOLTAGE CONTROL

N

L R

S

T

vR
iR

iM

+

+

vC+

vC-

RL+

RL-

C+

C-

M
Vo

Figure 3.1: Power circuit of a unidirectional, three-phase, three-level, boost-
type PWM rectifier [95].

The possibility of influencing the center-point voltage of a three-level rectifier
is based on the existence of a degree of freedom in the modulation, constituted
by the zero-sequence (common mode) voltage vNM between the the star point
N of the supplying mains and the center point M of the DC-link (see Fig. 3.1).
The voltage vNM can be suitably shaped and used to optimize the modulation
strategy [102, 98]. For indirect modulation of a three-level rectifier, the control
variable that influences the voltage vNM and controls the center-point voltage
uses the redundant switching states that form identical rectifier input voltage
space vectors. These switching states are characterized by opposite loading of
the center point, i.e. the corresponding center point current has opposite signs.
The appropriate selection of the redundant switching states enables the balanc-
ing of the center point voltage to be ideally independent of the control of the
rectifier input voltage space vector. However, the use of the redundant switching
states to control the center-point voltage besides the phase currents, introduces
further switching transitions and can deteriorate the harmonic performance of
the modulation [103].

On the other hand, direct (hysteresis) modulation uses actually the same
degree of freedom but the control variable is constituted by the shaping of the
hysteresis band and/or of the current reference signal. Several high-performance
direct (hysteresis) modulation strategies have been proposed by suitably mod-
ifying the tolerance band and the most common objective is to stabilize the
switching frequency [104, 36, 88]. This paper presents a method for the con-
trol of the output center-point voltage of unidirectional three-level PWM rec-
tifiers, obtained by augmenting the current reference by an offset term. Inde-
pendent hysteresis controllers are used to guide the phase currents along the
mains-voltage shaped reference current. The modelling and dimensioning of the
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center-point voltage control circuit are treated.

The stability of the center-point is then investigated, based on the analysis
of the generation of the center-point current, in dependency on the converter
switching states. It is shown that an asymmetry of the output partial voltages
without control action results in a mean value of the center-point current, which
increases the asymmetry. Thus, because of the intrinsic instability of the center-
point, stable operation of a hysteresis current controlled rectifier is only possible
when a center-point voltage control is implemented.

Due to the absence of the neutral current path, the mains current shape is
not influenced by the offset injection. The following sections show how the offset
signal affects the distribution and the frequency of the switching states used for
the guidance of the mains current, which influences the value of the center-
point current. Finally, the design of the center-point voltage control circuit
is presented and its stationary and load-step performances are experimentally
demonstrated.

3.1.2 Effect of the Center-Point Current

The center-point current iM should be controlled in such a way that the output
capacitors are symmetrically charged and the output partial voltages are equal.
Since the center-point current is formed by segments of the mains currents,
whose shape depends on the selected current control method, and since the
charging/discharging of the output capacitors is dependent on iM , hence the
action of iM represents the link between mains current controller and center-
point voltage controller. The two controllers are therefore mutual dependent
and the correct control of iM is fundamental to ensure a proper operation of
the three-level PWM rectifier.

It can be shown, [87], that the expression of the center-point current for a
three-level PWM rectifier is given by

iM (M, vNM ) = ÎM(
1

2
+ cos2ϕ) − Î

vNM

V̂
2sinϕ (3.1)

where ϕ = 2πft, f is the mains frequency, and Î and V̂ are the current and
voltage peak values, respectively.
From (3.1), it follows that the value of the modulation index M and the shape
of the zero-sequence voltage vNM have direct influence on iM , where the mod-
ulation index is defined as

M =
V̂

1
2
V0

(3.2)

and V0 represents the total output voltage. In particular, it is well documented in
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CHAPTER 3. CENTER-POINT VOLTAGE CONTROL

literature for three-level inverters, [96, 97, 98, 99, 100], how the proper selection
of the redundant switching states in SVM (indirect modulation) affects the
shape of vNM , thus allowing the implementation of high-performance current
and center-point voltage control strategies.

In direct, hysteresis modulation, the zero-sequence voltage vNM can be con-
trolled through the injection of a common-mode signal at a control level [87, 88].
The following sections show that a common signal added to each of the cur-
rent references represents a control variable for the system analogous to the
use of the redundant switching states in Space Vector Modulation. The conven-
tional space vector representation is adopted hereafter to show the impact of
the center-point voltage unbalance and the influence that the common signal
has on the distribution and the frequency of the space vectors for the hysteresis
current-controlled three-level PWM rectifier.

3.2 Interdependence of AC-side and DC-side
Controllers

Three-phase three-level rectifiers possess redundant switching states concerning
the formation of the local average values of the line-to-line input voltages. Fig.
3.2 shows the sum of the redundant switching states duty cycles as a function of
the phase angle and of the modulation index. The duty cycles of the redundant
switching states are mutually dependent by the parameter ρ defined as

ρ =
δ−

δ− + δ+
. (3.3)

The opportune selection of ρ represents a degree of freedom of the control of
these system which is usually applied for balancing the output capacitor center-
point voltage. However the same degree of freedom can be used to minimize the
rms value of the switching frequency mains current harmonics. Therefore, if the
goal is the optimization of the overall system’s control performance, then one
has to pose the questions: (1) by which increase of the capacitor loading one
has to pay for the optimization of the mains-side performance or, viceversa, (2)
to which extend does a minimization of the load on the capacitors contribute
to an increase of the ripple of the mains current. To obtain the balanced output
voltages and/or a stable neutral point voltage, the neutral point current has to
be minimized.

d

dt
vM,avg =

1

2C
iM,avg (3.4)

In this way, both the voltage stress across the switches (and hence the switching
losses) and the low frequency harmonics of iM are reduced. The optimization
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Figure 3.2: Sum of the relative on-time of the redundant switching states
depending on M and ϕ.

criterion for the DC-side can be defined as:

iM,avg → 0. (3.5)

The minimization of the square rms value of the input current ripple is a
criterion to optimize the AC-side performance:∑

Δi2N,rms → min. (3.6)

The physical interpretation of this criterion is that the square of the global
rms value of the phase current ripple is proportional to the losses. Figs. 3.3-3.5
show the distribution ρ of redundant switching states, the average center-point
current iM,avg and the rms value of the ripple square, Δi2N,rms when only one
of these quantities is optimized.
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Figure 3.3: For DC-side optimization (iM,avg → 0): (a) distribution of the
redundant switching states ρ, (b) local mains current ripple Δi2N,rms and (c)
local neutral point current iM,avg.
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Figure 3.4: For AC-side performance optimization (Δi2N,rms → Min): (a)
distribution of the redundant switching states ρ, (b) local mains current ripple
Δi2N,rms and (c) local neutral point current iM,avg.
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Figure 3.5: For constant control parameter ρ = 0.5: (a) distribution of the
redundant switching states ρ, (b) local mains current ripple Δi2N,rms, (c) local
neutral point current iM,avg
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3.3 Space Vector Analysis

In voltage-oriented control (indirect modulation), the rectifier input voltage is
formed as the time average of the three nearest voltage space vectors available
according to the mains phase angle, the modulation index and the switches’
status. The space vector diagram in the stationary frame is usually used to
represent all the space vectors available in a mains period. In indirect modu-
lation, it is possible to directly select the space vectors and, in particular, the
redundant space vectors in order to implement a specific control strategy.

In direct, hysteresis modulation, the space vector representation can be
used to show how an offset of the phase current reference values (the control
variable) affects the selection of the rectifier input voltage space vectors and,
in particular, of the redundant switching states, in the same fashion as for
indirect modulation. With this in mind, the effect of the center point voltage
unbalance ΔvM on the space vector diagram is shown (Section 3.3.2) and then
the influence of a current reference offset (Section 3.5).

3.3.1 Balanced Output Partial Voltages

The input current of a boost–type PWM rectifier is defined by the voltage drop
vL across the input inductors L,

vL = L
di

dt
= v − vr (3.7)

where i is the input current phasor, as depicted in Fig. 3.7a, vr is the input
rectifier phasor and

v = V̂ ejϕ (3.8)

is the mains voltage phasor.

The voltage space vectors available in the mains phase interval ϕ ∈ (−π
6
, +π

2

)
for a three-level PWM rectifier are shown in Fig. 3.7a. Each switching space
vector is denoted by the triple (tR, tS , tT ) formed by the phase switching func-
tions ti, where ti = sgn{viM} = {+, 0,−} if the respective phase input rectifier
terminal is clamped to the positive rail, to the center-point or to the negative
rail, respectively. The space vectors are usually classified into zero voltage vec-
tors, small vectors which are the vertices of the inner hexagon, medium vectors
which are the midpoints of the sides of the outer hexagon and large vectors
comprising of the vertices of the outer hexagon.

The control unit of the converter has to guarantee the symmetry of the
partial output voltages, vC+ and vC− (see Fig. 3.1). The basis for controlling
the center-point voltage is given by the knowledge of the center point currents
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iM resulting for different switching states. The center-point voltage unbalance
ΔvM is defined as

ΔvM =
1

2
(vC− − vC+) . (3.9)

Accordingly, since vC+ + vC− = V0, then the output partial voltages are

vC− =
1

2
V0 + ΔvM vC+ =

1

2
V0 − ΔvM . (3.10)

The current iM loads the capacitive center point and is formed by sections
of the phase currents in dependency on the switching states si of the power
transistors

iM = sRiR + sSiS + sT iT . (3.11)

The voltage shift of the center point is hence given by

dΔvM

dt
=

1

2C
iM (3.12)

for constant output voltage V0 and equal capacitor value C+ = C− = C. It
should be noted that since the output partial voltages affect the center-point
voltage shift in the same direction,

dvC+

dt
= −dvC−

dt
,

the variation of the center-point voltage is determined only by iM . Moreover, be-
cause of the constant output voltage, regulated by the output voltage controller
F (s), the parallel connection 2C of both capacitors is acting. The center point
current (3.11) resulting for the possible combinations of values of the phase
switching functions for ϕ ∈ (−π

6
, +π

6
) (see Fig. 3.6) can be taken directly from

Fig. 3.8 and they are summarized in Tab. 3.1. In Fig. 3.8 the contribution to
iM of three different types of rectifier input space vectors or switching states is
represented. Exemplarily, the space vectors for sector 1 are chosen (cf. Fig. 3.7).
The short space vectors of (0 −−) and (+00), corresponding to the redundant
switching states, provide the largest contribution to iM in opposite directions.
This is indicated in Tabs. 3.1 and 3.2 through a double contribution (++ or
−−), respectively. The medium vectors contribute also to iM , like (+0−) in
Fig. 3.8, and are indicated in Tabs. 3.1 and 3.2 by a single sign, + or −, ac-
cording to the direction of iM . Long vectors, like (+ − −) in Fig. 3.8, do not
contribute to iM .
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Figure 3.6: a) Three-phase reference signals. b) Phase current phasor trajec-
tory in the complex plane for hysteresis current controlled three-level PWM
rectifier.

3.3.2 Unbalanced Partial Output Voltages

In case of asymmetry of the partial output voltages, the input rectifier voltage
phasor v′

r is given by the sum of the vector vr as defined for balanced conditions
and a distortion space vector Δv that is dependent on converter switching
states,

v′
r = vr + Δv, (3.13)

where the phasor vr is defined as

vr =
2

3

(
vRM + αvSM + α2vTM

)
, α = ej 2

3 π (3.14)
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Figure 3.7: a) Space vector diagram in the interval ϕ ∈ (−π
6
, +π

2

)
for a three-

level rectifier: v(ϕ) and i(ϕ) are the mains voltage and current space vectors,
respectively; vr(ϕ) is the input rectifier voltage space vector. b) Space vector
diagram for the case of unbalanced center-point voltage, ΔvM < 0 in the interval
ϕ ∈ (−π

6
, +π

6

)
.

and the distortion vector is given by

Δv =
2

3
ΔvM

(
sR + αsS + α2sT

)
. (3.15)

76



3.3. SPACE VECTOR ANALYSIS

Table 3.1: Influence of the switching states on the center-point current iM , av-
erage voltage shift, and average voltage shift weighted with the relative switch-
ing state on-time δ within the interval ϕ ∈ (−π

6
, +π

6

)
.

tR tS tT iM

(
dΔvM

dt

)
avg

δ
(

dΔvM
dt

)
avg

+ - - 0 0 0
+ - 0 iT – – –
+ 0 - iS – – –
+ 0 0 −iR – – – –
0 - - +iR ++ ++
0 - 0 −iS + +
0 0 - −iT + +

Table 3.2: Influence of the switching states on the center-point current iM , av-
erage voltage shift, and average voltage shift weighted with the relative switch-
ing state on-time δ within the interval ϕ ∈ (+π

6
, +π

2

)
.

tR tS tT iM

(
dΔvM

dt

)
avg

δ
(

dΔvM
dt

)
avg

+ + - 0 0 0
+ + 0 iT – – – –
+ 0 - iS + ++
+ 0 0 −iR – –
0 + - +iR + ++
0 + 0 −iS – –
0 0 - −iT ++ ++

The distortion space vectors for the interval ϕ ∈ (−π
6
, +π

6

)
are given in

Tab. 3.3.

If the capacitive center-point M is not loaded (long space vectors and iM
= 0) a voltage shift ΔvM does not influence the corresponding voltage space
vectors. In this case, the rectifier input voltage is only determined by the total
amount of the output voltage. The distortion space vectors Δv of the switching
states associated with the short and medium space vectors show a constant
absolute value and are defined directly by the asymmetry.

The resultant voltage space vectors for ΔvM < 0 and ϕ ∈ (−π
6
, +π

6

)
are

shown in Fig. 3.7b. For hysteresis current control the switching frequency, which
is dependent on the intersection of the phase current ripple with the respective
tolerance band, is influenced by the absolute values of the corresponding space
vectors dΔi

dt
defining the time behavior of the current error.
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Figure 3.8: Dependence of the center-point current on the converter switching
state for Sector 1. In particular the schematics a) and d) are referred to the
redundant swiching states or short space vectors, b) to the long vectors (no
center-point current) and c) to the medium vectors.

The change of the on-time of the space vectors is a direct consequence of the
variation of the mutual position of the space vectors in case of partial output
voltages asymmetry. Thus the space vectors that in the unbalanced case are
closer to the trajectory of the rectifier input voltage reference (proportional to
the current reference) have therefore a longer relative on-time. In particular, for
ΔvM < 0 the space vectors associated with the redundant switching states have
different length. According to Fig. 3.7b, the asymmetry ΔvM < 0 leads to the
change of the length of the space vectors v(0−−) and v(+00) by the same amount
in the opposite directions, besides a rotation of the vectors of the switching

Table 3.3
tR tS tT Δv

+ - - 0

+ - 0 + 2
3
ΔvMα2

+ 0 - + 2
3
ΔvMα

+ 0 0 − 2
3
ΔvM

0 - - + 2
3
ΔvM

0 - 0 − 2
3
ΔvMα

0 0 - − 2
3
ΔvMα2
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Figure 3.9: Average relative on-time δ(+00) and δ(0−−) of the redundant switch-
ing states (+00) and (0 − −) in Sector 1 as function of (a) of the center point
voltage shift ΔvM normalized to the total output voltage Vo and (b) of the
current offset io normalized to the hysteresis band amplitude h.

states (+0−) and (+ − 0). According to the space vector representation in
Fig. 3.7b and the simulated relative on-time in Fig. 3.9a, for modulation index
M ∈

[
2
3
, 2√

3

]
the switching state (+00) is preferred as compared to (0 − −).
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Figure 3.10: Space vector representation of the current ripple Δi for offset
io = 0 (dashed line) and io > 0. The positive and negative hysteresis thresholds,
+hi and −hi (index i= R, S, T ) respectively, vary according to the value of io.
For io = 1

3
h the positive switching thresholds are touched by the tolerance area

only in one point.

Moreover, the unbalance affects the position of the medium space vector, which
also contributes to the center point current. If the relative on-time, δ, is defined
as

δ =
ton,ΔvM <0

ton,ΔvM =0
, (3.16)

then the center point current is weighted by a factor proportional to δ, as
indicated in the Tabs. 3.1 and 3.2 by the quantity

δ

(
dΔvM

dt

)
avg

. (3.17)
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Figure 3.11: Experimentally measured (black line) and simulated trajectories
(gray line) in the complex plane of the current-error space-vector Δi for hys-
teresis modulated three-level PWM rectifier. a) io = 0, b) io = +0.5 h and c) io
= -0.5 h, where 2h is the width of the hysteresis band. The specifications and
operating point of the experimental three-level rectifier are given in Tab. 3.6.2.
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3.4 On the Inherent Stability of the Center-
Point

In order to maintain stationary stability for higher modulation index and/or in
case of unbalanced, non-linear loads or no load operation, one has to investigate
whether a voltage shift ΔvM causes an increase or decrease of the mean center-
point current value IM and if a center-point loading effect of the current iM
leads to an instability of the center-point voltage.

If a constant switching frequency is assumed, i.e. equal switching on–time
and uniform distribution within the phase interval Δϕ, no mean voltage shift
of the capacitor center point voltage results, which is given by the sum of
the contributions

(
dΔvM

dt

)
avg

due to the different switching states. However,

for hysteresis control of the phase currents, the switching states resulting in a
lower current variation dΔi

dt
, i.e. the space vectors lying in the vicinity of the

trajectory of the input rectifier voltage phasor vr, have a greater mean existence
interval and/or higher relative on–time δ. In particular, the effect of the medium
space vectors has an influence on the average center-point current iM,avg, where
iM,avg denotes averaging over a π

3
-wide interval.

For the segment of the mains period ϕ ∈ (−π
6
, +π

6
) there results, according to

the reference signals shown in Fig. 3.6a, an increase of vC+ over vC−. The space
vectors diagram is consequently modified, as shown in Fig. 3.7b. Therefore, as
shown in Tab. 3.1, a negative mean value iM,avg results. An analog analysis
of the center point current for the angle interval ϕ ∈ (+π

6
, +π

2
) leads to the

values compiled in Tab. 3.2. There results a positive mean value iM,avg, which
is opposite to the previous interval. The analysis of further angle intervals leads
to alternating positive and negative contributions of iM,avg. Accordingly, the
fundamental frequency of the center point current iM is defined by 3f , where
f is the mains frequency, as known also from three–level PWM inverters [87].
Based on the previous considerations and on ideally equal system behavior
within the different angle intervals one would not expect a voltage shift in
the average over a mains period. However, due to the mutual influence of the
three independent hysteresis phase current controllers, there results a stochastic
[105, 106] or chaotic [107] sequence and/or large variation in the on–times and
distributions of the different switching states. Thus, the center point current iM
shows in general a small DC component IM (mean value over a mains period)
or a low frequency harmonic, lying below the mains frequency. This leads to
an asymmetry of the partial output voltages and/or to a shift ΔvM of the
output voltage center point, which acts in the direction to further increase the
asymmetry, as apparent from the center-point characteristic shown in Fig.3.17.
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3.5 Impact of the Current Reference Offset

The center-point voltage control of a hysteresis current controlled three-level
PWM rectifier needs to be implemented because the center point voltage is un-
stable. In analogy to the Space Vector Modulation, the switching states should
be selected such that the corresponding input rectifier space vectors generate
a center-point current flow with zero average over a mains period. Since the
switching decisions si

′ are derived directly from the comparison of the phase
current ripple and the hysteresis band, the possibility of controlling the fre-
quency of the different switching states is limited to a modification of the ref-
erence value and/or to a variation of the hysteresis band shape.

3.5.1 Effect of the Offset on Switching Frequency and
on Center-Point Voltage Drift

The control action consists of the modification of the tolerance band, or equiva-
lently, of the current reference, by means of the addition of an offset component
io,

i∗R
′

= i∗R + io

i∗S
′

= i∗S + io

i∗T
′

= i∗T + io . (3.18)

Since the rectifier’s output center-point is not connected to the mains neutral
point, the sum of the mains phase currents is forced to zero at all times and
therefore, the offset io cannot be produced by the phase current controllers
and does not influence the mains current shape. The space vector representa-
tion of the control errors of the phase currents Δii = ii − i∗i

′, whose complex
components are given by

Δiα = ΔiR − io

Δiβ =
1√
3

(ΔiS − ΔiT ) , (3.19)

clearly shows that io has influence on the form of the tolerance area (see
Fig. 3.10) defined by the intersection of the tolerance bands of each phase
current controllers. Therefore, the offset has influence on the frequency of the
switching states used for guidance of the mains current and consequently the
value of the center point current.
For io = 0, the tolerance area shows the characteristic form of an equilateral
hexagon, limited by segments of the positive and negative switching thresholds
of equal length (see Fig. 3.10). Accordingly, for both switching thresholds there
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exists equal switching frequency,

f+ = f−

where f+ and f− indicate the number of intersections of the current ripple with
the positive and negative threshold, respectively.

If now the switching thresholds are shifted due to an offset io of the phase
current reference values, the tolerance area is distorted and the conditions in
(2.1) are now given by:

s′i =

{
0 if ii > i∗i + h + io
1 if ii < i∗i − h + io

. (3.20)

For io > 0, an increase of the contribution of the negative switching thresholds
is given in Fig. 3.10. Accordingly, for guidance of Δi within the tolerance area
the switching frequency f− is increased and f+ decreased, respectively. There-
fore, the on-switching states, (sR

′, sS
′, sT

′) = (1xx), (x1x), (xx1) are used more
often, leading to a positive center-point voltage shift ( dΔvM

dt
> 0). This effect is

shown in Fig. 3.12, where the shape of the center point current for a discrete
value of the offset io is represented for a mains period, along with the phase cur-
rent R. The resulting experimentally measured trajectories of the space vector
Δi (3.19) are given in Fig. 3.11 for io = 0, 0.5 h and -0.5 h. Fig. 3.9(b) shows
the change in the average relative on–times δ(0−−) and δ(+00) of the redundant
switching states (0−−) and (+00) (ϕ ∈ (−π

6
, +π

6

)
) for increasing values of the

offset current. It can be seen that the switching state (0−−) becomes dominant
for a positive io.

For io < 0, an analog consideration leads to f+ > f− and finally to dΔvM
dt

<
0. Therefore, the offset signal io offers the possibility of an active symmetrization
of the partial output voltages and/or of a control of the voltage of the output
voltage center point.

3.5.2 Dependence of the Center-Point Current on the
Current Reference Offset

The average value IM resulting for a defined shift i0 of the reference values
and/or the gain

kM =
ΔIM

Δi0
(3.21)

of the output signal i0 of the center-point voltage controller has been experimen-
tally measured and the resulting control characteristic IM = IM (io) is shown
in Fig. 3.13. In this case the partial capacitor voltages are externally forced to
be equal, ΔvM = 0, and there is a constant output voltage V0 and a constant
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Figure 3.12: Simulated time behavior of the phase current iR (black line) and
of the center-point current iM (gray line) for different values of io. a) io = 0,
b) io = +0.5 h and c) io = -0.5 h, where h is the hysteresis band amplitude.
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Figure 3.13: Experimentally measured and normalized output center-point
control characteristic. The current offset io is normalized to the amplitude of
the hysteresis band h, while the resulting center point current average value IM

is normalized to the mains current amplitude Î.

amplitude of the phase current reference values Î∗. The characteristic can be
approximated by a straight line around the origin,

iM = IM,ΔvM =0 + kM io (3.22)

where, IM,ΔvM =0 describes the average value of the center point current related
to a mains period, occurring without control input (io = 0) and for symmetric
partition ΔvM = 0 of the output partial voltages.

The center point current iM shows in a first approximation a linear depen-
dency on the amplitude of the phase current reference values Î∗, as apparent
from (3.11) and Fig. 3.13. It should be noted that a reduction of the mains
voltage amplitude V̂ and/or a reduction of the modulation index M leads to
an increase of the absolute value of IM resulting for a defined value io (3.1).

The saturation in the control characteristic (see Fig. 3.13) for io = ± 1
3
h

becomes clear by inspection of Fig. 3.10. For io = + 1
3
h the positive switching

thresholds are touched by the tolerance area at only one point. Therefore, the
tolerance area assumes the form of a triangle and is limited exclusively by nega-
tive switching thresholds (cf. Fig. 3.11). Thereby, the limit of an approximately
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Figure 3.14: Frequency spectrum of the mains current of a hysteresis current
controlled three-level PWM rectifier. The k−harmonics (k = 2 . . . 50) ampli-
tudes referred to the fundamental are shown for: a) Io = 0, b) Io = +0.25 h
and c) Io = +0.5 h, where h is the hysteresis band amplitude. The THD values
are calculated up to the 50th harmonic.

linear influence of io on the relative on–times δ+ and δ− of the redundant switch-
ing states is reached. A further increase of io has no importance in practice and
results only in a small increase of the average value IM .
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It is of interest to analyze if the offset io produces low frequency harmonics,
especially those of even order, due to the asymmetry of the positive and negative
half cycles caused by io. Fig. 3.14 shows the analysis of the amplitude spectrum
of the mains current shape. The low frequency spectral components of the
mains current are significantly influenced only for very large values i0. For the
stationary value,

I0,ΔvM =0 =
1

kM
IM,ΔvM =0,

adjusted in practice by the center point voltage controller, there results in no
low frequency distortion of the mains currents.

3.6 Center-Point Voltage Control

The block diagram for the control of the center-point voltage is shown in
Fig. 3.16 and is considered in the following for dimensioning the center point
voltage controller G(s) (see Fig. 3.15).

The center point voltage control represents actually a fixed command con-
trol ΔVM

∗ = 0. Therefore, the control loop has to be designed with respect
to its disturbance response. A disturbance of the symmetrical voltage partition
can result, from a change of the system load status. Hence, the output volt-
age controller F (s) changes the amplitude of the mains phase current reference
values within a mains period. Due to the direct coupling between center point
current and mains current (3.11) this results in the occurrence of a transient
mean value of iM . A direct loading of the center-point can result from an asym-
metric partition of the load supplied by the rectifier among the partial output
voltages. The disturbance influence is considered in Fig. 3.16 by the current IZ .

3.6.1 Center-Point Characteristic

Fig. 3.17 shows that the deviation of the partial output voltages from the sym-
metrical case results in a mean value IM , which produces further asymmetry
and is proportional, in a first approximation, to ΔVM . This behavior can be
described by a positive feedback,

gM =
ΔIM

ΔVM
gM > 0 (3.23)

corresponding to the slope of the characteristic IM (ΔVM ) at the origin. There-
fore, the system S(s) to be controlled by the center point voltage control (see
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Figure 3.15: Control block diagram of a three-level PWM rectifier showing
the feedback control of output rectifier voltage Vo, the input current feedback
control and output center-point voltage feedback control.

Fig. 3.16) shows a pole in the right–hand s–half–plane

S(s) =
1

2C

s − gM
2C

. (3.24)

It should be noted that the rectifier modulation index (3.2) has influence on the
value of the gain gM . A reduction of the mains voltage (reduction of M) and/or
relative reduction of the mains voltage peak value (defining the trajectory of
the fundamental of vr) results in an increase of the gain gM for M ∈

[
2
3
, 2√

3

]
.

This is true since in general a larger relative on–time of the switching states
associated to the short space vectors is given, which contribute mostly to the
center-point current.
The fundamental frequency of the center point current is given by 3f due to
the operating principle of the system. In order to avoid a mutual influence of
the phase current control and of the center point voltage control, the cross–
over frequency should occur sufficiently below 3f . Thus the model shown in
Fig. 3.16, based on averaging over a fundamental period, can be directly applied
for dimensioning of the controller.
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Figure 3.16: Block diagram of the center point voltage control based on aver-
aging the quantities ΔVM and IM related to one mains period.

3.6.2 Design of the Center-Point Voltage Controller

If G(s) is realized, with respect to the stationary operation ΔVM = 0, as a
PI-controller such that

G(s) = kp +
kI

s
, (3.25)

it follows that the disturbance response is

ΔVM (s)

IZ(s)
= k

s

1 + 2d s
ω0

+
(

s
ω0

)2 (3.26)

with

k =
1

kIkM
ω0 =

√
kIkM

2C
d =

kP kM − gM

2
√

2CkIkM

. (3.27)

Therefore, for a step function disturbance IZ(s) = IZ
s

the center point voltage
has a shape corresponding to an impulse response of a second-order transfer
function with gain k, characteristic frequency ω0 and damping d. Based on the
impulse response of such a function, the controller parameters kP and kI can
be easily calculated and used for a desired transient response and/or damping
and characteristic frequency.

For determining the gain kP of the P–component of the controller, the
limitation of the correcting value introduced for values io > h

3
(Fig.3.17) needs

to be considered as well as the increase in the variation of ΔvM with a frequency
3f , for increasing kP .

For low load there results a reduction in the damping of the control loop
and a decrease of the characteristic frequency ω0 (3.27), due to a decrease of
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Figure 3.17: Experimentally measured and normalized center-point charac-
teristic. The center-point voltage shift ΔVM is referred to the output voltage Vo

while the center-point current IM is referred to the mains-current amplitude Î.

the gains kM and gM , which are proportional to the mains current amplitude in
a first approximation. Concerning the assumption of a constant output voltage
it should be noted, that there is a certain decoupling between the controller of
the output partial voltages (center-point control) and the total output voltage

Table 3.4: Experimental Setup Parameters
parameter symbol value

mains voltage vrms 30 V
output voltage Vo 115 V

peak reference current Î∗ 5 A
hysteresis band ±h ± 0.5 A

input inductance L 1 mH
output capacitance C 940 μF
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i

v

t0
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ΔvM

Figure 3.18: Measured input voltage (Ch. 1, 50 V/div) phase current (Ch. 2,
2 A/div) and center point voltage ΔvM (Ch. 4, 20 V/div) for open (t = t0)
and closed (t = t1) center-point voltage control loop. The total output voltage
is 115 VDC . Time scale: 20 ms/div.

controller. The dynamics of the two controllers are different since for the center-
point voltage control the dynamically active capacitance of the output circuit is
defined by the parallel circuit of the partial capacitors (2C), while for the output
voltage control by the series connection ( 1

2
C). Furthermore, the center point

current oscillates with three times the mains frequency. This requires a relatively
low cross–over frequency of the center point voltage controller. Contrary to this,
there is an ideally constant power flow for output voltage control. Therefore,
the controller dimensioning can be performed without taking consideration of
the low–frequency variation of the controlled quantity.

3.6.3 Stationary Operation

Verification of the performance of the center-point voltage controller has been
undertaken using a three-level Vienna rectifier [13] with the specifications and
operating point given in Table 3.6.2. Fig. 3.18 shows the variation of ΔvM

duration the operation and non-operation of the center point voltage control
loop. It can be seen that the center point voltage difference is initially controlled
to be zero (ΔV ∗

M = 0) until t = t0. As can be expected due to the I–component of

92



3.6. CENTER-POINT VOLTAGE CONTROL

the controller G(s) (3.25), no stationary error results. At t = t0 the center-point
voltage controller is turned off and the voltage shows a shape corresponding to
the step response of an integrator with positive feedback. The step disturbance
is given there by the absence of the controller output kMI0,ΔVM =0 compensating
the average value of the center point current due to the statistic sequence of the
switching states of the system. An almost identical shape of the step response
of the linear model (3.24) of the real system is given only in the vicinity of
ΔvM = 0. According to Fig. 3.17, an increasing asymmetry is associated with
a reduction of the positive feedback. The control loop is activated again at
t = t1, accordingly the asymmetry of the partial voltages is controlled back
to zero. and that there is very little overshoot of the voltage. As shown in
Fig. 3.18, the sinusoidal guidance of the phase currents is slightly influenced
by the asymmetric partition of the output voltage, this is due to the hysteresis
control. It can also be seen that a relatively large shift of the center point
(ΔvM ≈ 0.2 Vo) leads to no significant distortion of the mains current shape.

3.6.4 Dynamic Operation

In order to analyze the dynamic behavior of the center point voltage control the
center point M is loaded by a step function of an external current disturbance
iZ . The value iZ of the distortion function is fitted to the respective mains
current amplitude and it is changed to be proportional to the output power of
the system. This corresponds, in a first approximation, to the disturbance to
be expected for loading of the center point by a converter connected in series.
The measured shape of the center point voltage for a load step from 2.9 A to
5.4 A is shown in Fig. 3.19. It can be seem that this results in a deviation of 4
V from a 57.5 V average center-point voltage.

The dynamic quality of the control is influenced by the output power and/or
by the mains current amplitude which influences directly the parameters gM

and kM . With decreasing output power, the oscillation tendency of the system
increases and the settling time rises accordingly. A control quality constant for a
wide load range can be obtained only by adaption, i.e. by varying the controller
gains proportional to 1/Î∗ (3.27). An alternative is given by elimination of the
load dependency of kM by a current proportional variation of the hysteresis
width.

The amount of the control error is limited to values < 2% Vo. The ripple of
the center point voltage ΔvM is caused by the center point current variations
with three times the mains frequency. The open loop gain of the control is � 1
for 3f , hence the voltage ripple is not influenced by the feedback due to G(s).
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ΔvM
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i

Figure 3.19: Measured line current (Ch. 2, 4 A/div), load current (Ch. 3, 0.5
A/div) and center-point voltage ΔvM (Ch. 4, 10 V/div) for a load-step. The
total output voltage is 115 VDC . Time scale: 5 ms/div.

3.7 Conclusion

A center-point voltage controller for a three-level PWM rectifier is implemented
by augmenting the current reference value by a common offset, which has a
loading effect on the center-point. The mains current guidance is realized by
three independent hysteresis controllers.

A space vector representation of the input rectifier voltage and current is
used to show that the proposed control method is equivalent to the conventional
use of the redundant switching states in indirect (voltage-oriented) PWM mod-
ulation. The center-point characteristic IM (ΔVM ) is derived and the intrinsic
instability of the center-point for hysteresis current controlled PWM rectifiers
shown. The impact of the offset Io injection and of the center-point voltage shift
ΔVM on the selection and the frequency of the switching states is analyzed and
experimentally verified with a three-level Vienna rectifier.

A design of the center-point controller is presented based on the detailed
analysis of the center-point voltage shift ΔVM due to the effect of both the
current IM and the offset Io. The controller performance has been experimen-
tally verified and it proved to possess excellent dynamics and to have minimum
impact on the mains current shape.
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The essential advantages of the control concept for the voltage control of the
output voltage center point of a unidirectional three–phase three–level PWM
rectifier system are (1) the very straightforward realizability by practical cir-
cuits and (2) the possibility of a direct inclusion into a high–dynamic (analog)
hysteresis control of the mains current. Therefore, the method can be applied
also for low–power rectifier systems and for switching frequencies greater than
100 kHz.





Chapter 4

Discontinuous Space Vector
Modulation

4.1 Introduction

Three-phase, boost-type, DC voltage link PWM rectifiers have, in general, no
connection between the star point N of the supplying mains and the center point
M of the output DC voltage (see Fig. 4.1). Hence only the differences between
the phase voltages formed at the input of the rectifier and the mains voltages
have influence on the formation of the mains phase currents. The zero-sequence
voltage vMN between M and N can therefore adopt any value and its waveform
shape depends on the selected modulation strategy. As consequence, the rectifier
input sinusoidal reference voltage can be augmented by a suitably selected zero-
sequence voltage to modify the duty-cycle of the rectifier switches and thus
implement high-performance modulation strategies [108, 109, 103, 110].

One modulation method to form sinusoidal currents is by switching only two
rectifier phase legs while the third phase leg (where the selected phase changes
in a cyclic manner over one mains period) is clamped to an output voltage bus.
This can be obtained by using zero-sequence discontinuous-type signals to aug-
ment the sinusoidal reference [109, 102]. The method of clamping of a phase leg
input voltage to the output bus is called Discontinuous Pulse-Width Modula-
tion (DPWM) and has reduced switching losses compared to using conventional
modulation approaches, where there is constant switching of the power devices,
such as in Continuous Pulse-Width Modulation (CPWM) [102, 111, 112, 113].
For a defined value of allowable switching loss, this allows an increase of the
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Figure 4.1: a) Power circuit of a three-phase, three-level, Vienna rectifier and
b) simplified model of a three-level rectifier. The clamping of an input rectifier
phase terminal to the positive or negative bus occurs when the switch is off and
the input current flows through the upper or lower diodes to the output bus.

effective switching frequency for DPWM, thus leading to a significant reduction
of the rms value of the mains current harmonics for high modulation index val-
ues. Additional, the use of the higher switching frequency results in a reduced
filtering effort for the suppression of conducted EMI and the power density of
the rectifier system is increased. Continuous and discontinuous PWM meth-
ods are typically implemented by using a synchronous-frame voltage-oriented
current control scheme based on the space vector concept and this is usually
referred as Space Vector Modulation (SVM).
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DPWM was first used for three-phase, two-level voltage-source inverters
(VSI) [114, 111, 112] in order to reduce the switching losses and improve the effi-
ciency of the converter, due to the reduced number of device switching instances
and the absence of switching in the vicinity of peaks of the phase current [112]. In
[102], the analytical derivations of the expression of the modulation signals used
to implement the DPWM for two-level VSI are presented. It is shown in [115]
that, for the same class of converters, DPWM is superior to CPWM for high val-
ues of the modulation index, in terms of linear modulation range, voltage gain
and harmonic distortion. Therefore it is advantageous to switch between differ-
ent modulation methods according to the modulation index [108]. An improved
DPWM method for a two-level VSI used in an active power filter application
is presented in [116], where the modulation method includes an algorithm to
predict the peak values of the inverter current and consequently calculate the
position of the phase clamping intervals. The advantages of DPWM have been
recently verified on multilevel VSI, a class of topologies that offer many benefits
for higher power application, such as the ability to synthesize voltage waveforms
with lower harmonic content than two-level inverters and operation at higher
DC voltages using series connected semiconductor switches. In particular, [103]
presents the implementation of DPWM methods for three-level VSIs and [110]
investigates the possibility of implementing DPWM strategies for five-level and
seven-level VSIs.

Since the main goal of DPWM is to reduce the switching losses, the phase
clamping intervals should occur around the peaks of the respective phase cur-
rent. Therefore, one has to consider the typical current phase lag in ac motor
drive VSI applications, where the clamping interval occurs for a phase angle of
60◦ of the fundamental period [112]. In particular, the total clamping interval
per phase lasts 120◦ and can be continuous (one phase clamped either to the
positive or negative DC rail exclusively) or split up into 2 × 60◦ or 4 × 30◦

intervals, using both rails [111, 102]. In [113], DPWM is applied to a two-level
PWM rectifier, which operates with a wide power factor range.

This chapter investigates and experimentally verifies the application of dis-
continuous modulation to a three-phase, three-level Vienna Rectifier (Fig. 4.1a)
[117]. The Vienna rectifier is a unity power factor (zero phase angle) rectifier
with only a unidirectional power flow. Three-level rectifiers have the advantages
of lower blocking device voltage and improved quality of the current waveform
compared with two-level rectifiers. On the other hand, the balancing of the
center point M voltage has to be assured [98, 118, 119]. Two discontinuous
modulation methods can be implemented by eliminating either the first or the
last state in the switching sequence, or equivalently, by using only one of the re-
dundant vectors. With this in mind, the analysis presented in this chapter shows
to what extent the operational behavior of a three-level rectifier, modulated by
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DPWM, is improved as compared to continuous modulation. This chapter’s con-
tribution is to present the performance of discontinuous modulated three-level
rectifiers from a more practical standpoint, comparing the theoretical analysis
with a comprehensive experimental verification using a three-switch, three-level
Vienna rectifier.

In Section 4.2 it is shown how the degree of freedom in the modulation is
used to implement the discontinuous schemes. In particular, both a space vector
representation and a modulation function are used as a means to explain the
two discontinuous modulation methods introduced in this chapter and to clearly
show the clamping intervals of the switches. Section 4.3 presents a comparison
between the two DPWM strategies and CPWM, in terms of mains current ripple
and switching losses. Experimental measurements comparing the differences
between CPWM and DPWM in terms of the input and center point current
waveforms and relative ripple currents over the practical modulation range are
presented in Section 4.4.

4.2 Discontinuous Modulation Schemes

The absence of the neutral current path in three-phase rectifiers provides a
degree of freedom in determining the input converter voltage, that constitutes
the sinusoidal guidance for the line current according to

L
dii
dt

= vi − viN index i = R, S, T (4.1)

where vi and viN are the mains voltage and the input rectifier voltage for phase
i (referred to the star point N potential), ii is the phase i current and L the
input inductance. The degree of freedom provided is that the voltage vMN from
the center point M to the mains star point N can assume any value. Therefore,
zero sequence signals can be added to the pre-control signal to improve the
performance of the modulation [109, 108, 88], and the voltage vMN will be
shaped according to the zero-sequence signal injected in the modulator part of
the current control loop. The zero-sequence (or common mode) voltage vMN is
related to the input rectifier voltage viN by

viN = viM + vMN index i = R, S, T (4.2)

where viM is the input rectifier voltage referred to the center point M of the DC-
link capacitors. Since the input rectifier voltage viN is defined according to (4.2),
then its local average value waveform must be sinusoidal in order to generate
the required sinusoidal line current. For a current-commutated voltage-source
rectifier, like the Vienna rectifier [117] used for the experiments, the generation
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of the voltage viM is dependent on the direction of the phase current and is
defined as:

viM =

{
sgn {ii} V0

2
if si = sgn {ii}

0 if si = 0
(4.3)

where V0 is the output rectifier voltage (see Fig. 4.1). According to the value
assumed by the phase switching function si, the respective input rectifier phase
terminal can be clamped to the positive output-voltage rail (si = +), to the
negative rail (si = -) or to the output center point (si = 0). For the Vienna
rectifier, the case when si = 0 occurs when the power switch is turned on.
In contrast, for a forced-commutated, conventional 6-switch rectifier the switch-
ing function si (i = R, S, T ) is independent of the phase current sign and the
rectifier input terminals are clamped to the positive output-voltage rail or the
negative rail according to the switches status.

4.2.1 Space Vector Representation

All the space vectors available in a mains period for a three-level PWM rectifier
are represented in the complex plane as shown in Fig. 4.2. The space vectors are
usually classified into zero voltage vectors, small vectors which are the vertices
of the inner hexagon, medium vectors which are midpoints of the sides of outer
hexagon and large vectors comprising of the vertices of the outer hexagon. Each
switching state vector is denoted by the triple of quantities (sR, sS , sT ) formed
by the phase switching function si. The rectifier input reference voltage phasor

V ∗ =
1

2
MV0e

jϕ(t) (4.4)

is formed by averaging the three-nearest available space vectors over a switching
period, where M indicates the modulation index, which is defined as

M =
V̂iN

1
2
V0

, (4.5)

where V̂iN is the peak value of the rectifier input voltage and ϕ(t)=2πft is the
phase angle dependent on the mains supply frequency f . Hereafter only the
interval

M ∈
[2
3
,

2√
3

]
(4.6)

will be considered, which is a typical modulation index range for a practical
realization. For example, in a three-phase 400 V line-to-line application the
output voltage would be typically limited to 800 VDC since commonly available
capacitors have a rated voltage of 450 VDC. If the input voltage is considered
to range from 320V to 480V, then a modulation index from 0.65 to 0.99 would
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Figure 4.2: Switching intervals for continuous SVM (CPWM).

result.
For the current-commutated Vienna rectifier, the available space vectors

depend on the sign of the phase currents and accordingly, there are eight avail-
able space-vectors every 60 degrees [120]. In the direct digital implementation,
that uses the space-vectors concept to calculate the duty cycle of the rectifier
switches [109], the degree of freedom appears as the partitioning of two redun-
dant switching states. There are six pairs of redundant space-vectors represented
by the small vectors in Fig. 4.2. Each pair generates the same line-to-line voltage
and this results in a center point current iM of same value but the direction of
iM depends on the selected switching state [118]. If δ− represents the duty-cycle
for one pulse period of the redundant switching state that generates a negative
iM (according to the direction indicated in Fig. 4.1), and δ+ is the duty-cycle of
the space-vector causing positive flowing iM , then the control parameter that
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Figure 4.3: Switching intervals for discontinuous SVM method A (DPWMA),
characterized by variable intervals, depending on the modulation index M . The
shaded regions indicate the clamping intervals of the i-phase, i = R, S, T , to the
positive rail (si = +), the negative rail (si = +) or to the center point (si = 0).
Moreover, the value of the control variable ρ− (4.7), either 0 or 1, is indicated
as a function of the angle ϕ.

expresses the degree of freedom in the SVM can be defined as

ρ− =
δ−

δ− + δ+
ρ− ∈ [0, 1] (4.7)

and represents namely the relative on-time of the space-vector producing a neg-
ative center-point current iM . Therefore, the center point voltage balance can
be performed by varying the control parameter ρ− and it results that the center
to neutral point voltage vMN for SVM is shaped according to the modulation
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Figure 4.4: Switching intervals for discontinuous SVM method B (DPWMB)
with fixed intervals. The shaded regions indicate the clamping intervals of the
i-phase, i = R, S, T , to the positive rail (si = +), the negative rail (si = +)
or to the center point (si = 0). Moreover, the value of the control variable ρ−
(4.7), either 0 or 1, is indicated as a function of the angle ϕ.

strategy implemented and specifically, to the zero-sequence signal added to the
pre-control signal or redundant switching vectors selected [118]. The denomi-
nator of (4.7), δ− + δ+, is dependent on the modulation index.

In order to minimize the transistors switching the switching states within
each pulse half period can be arranged in such a way that the subsequent state
can always be obtained by switching of only one bridge leg [103]. For a three-
phase rectifier, using CPWM, the minimum number of switching transitions
in one switching period is three, i.e. one per phase leg. The duty cycle of the
redundant space vector is split such that the redundant vector occurs at the
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4.2. DISCONTINUOUS MODULATION SCHEMES

first and the last position of the switching sequence. To minimize the current
ripple, the duty-cycles δ+ and δ− are selected to have the same value and this
results in ρ− being equal to 0.5 [110]. Consider sector 1, as shaded in Fig. 4.2
for CPWM, if (0−−) is selected, arbitrarily, as the initial switching state, this
results within each pulse period TP a switching state sequence of

. . .
∣∣
t=0

(0 −−) → (+ −−) → (+0−) → (+00)
∣∣
t= 1

2 TP
(4.8)

(+00) → (+0−) → (+ −−) → (0 −−)
∣∣
t=TP

. . . .

The main goal for implementing the discontinuous modulation strategy is to
minimize the switching losses; hence the switching of the power transistor has to
be preferably avoided around the maxima of the associated phase current. This
basic idea, in connection with providing a zero average value of the center point
current within a mains period, results in the discontinuous modulation scheme
A (DPWMA), shown in Fig. 4.3. Here, the different colored shaded regions
indicate the clamping of a particular phase. For example, in sector 1 where the
voltage reference vector V ∗ is positioned, the input phase R is clamped to the
positive bus. This is achieved by turning the power transistor of bridge leg R
off, and since the input phase R current is flowing into the rectifier it must flow
to the positive output bus, which results in the input rectifier voltage being
clamped to the output-voltage positive rail (sR = +). As the angle ϕ advances,
into the next phase clamping region the switch in phase S is turned on and
phase S is clamped to the center point voltage (sS = 0).

Discontinuous modulation is implemented by eliminating the first or the
last state (corresponding to the redundant vector) in the switching sequence
(4.8), or equivalently by selecting ρ−= 0 or 1. If now ρ− = 1 is set in sector 1
of the space vector plane (see Fig. 4.3) this results a switching state sequence
or DPWMA of

. . .
∣∣
t=0

(+00) → (+0−) → (+ −−)
∣∣
t= 1

2 TP
(4.9)

(+ −−) → (+0−) → (+00)
∣∣
t=TP

. . .

where the input rectifier voltage of phase R is clamped to the output-voltage
positive rail (sR = +).

The other discontinuous control scheme (DPWMB), which is independent of
the modulation index M , can be obtained by inverting the values of the control
parameter ρ− as compared to DPWMA. The DPWMB clamping intervals, as
shown in Fig. 4.4, are now different from DPWMB. If ρ− = 0 is set in sector
1 of the space vector plane (see Fig. 4.4) this results in the following switching
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state sequence

. . .
∣∣
t=0

(0 −−) → (+ −−) → (+0−)
∣∣
t= 1

2 TP
(4.10)

(+0−) → (+ −−) → (0 −−)
∣∣
t=TP

. . . .

Here the switch of the phase T is turned off for the complete pulse period
and the input rectifier voltage is clamped to the negative output-voltage rail
(sT = −). For DPWMB, the clamping takes place in 30◦-wide intervals that
are shifted by ±45◦ from the maxima of the respective mains phase currents.

4.2.2 Modulation Functions

The calculation of the duty cycles of the rectifier switching devices can be
determined from the phase modulation functions mi [121, 122]. For phase i, the
equation of the modulation function is expressed as

mi =
viM

1
2
V0

=
viN

1
2
V0

− vMN

1
2
V0

(4.11)
= m′

i + m0 index i = R, S, T

where the sinusoidal reference m′
i is augmented by a zero-sequence waveform,

m0. The signal m0 and the average value of the neutral point voltage vMN are
directly proportional, whereas the average input rectifier voltage viM can be
calculated from (4.3).
Considering Sector 1 in Fig. 4.2 and using switching pattern and input rectifier
voltages given in the Appendix 8.3, the modulation functions for the three
phases are

mR = δ(+−−) + δ(+0−) + δ(+00)

mS = −δ(0−−) − δ(+−−)

mT = −δ(0−−) − δ(+−−) − δ(+0−). (4.12)

The zero-sequence part of the modulation function m0 is given by

m0 =
1

3
(mR + mS + mT )

= −1

3
δ(+−−) +

1

3
δ(+00) − 2

3
δ(0−−) (4.13)

= −1

3
δ(+−−) + (ρ− − 2

3
)(δ(+00) + δ(0−−))
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where the control parameter ρ−, defined in (4.7), has the form for Sector 1 of

ρ− =
δ(+00)

δ(+00) + δ(0−−)
. (4.14)

The modulation functions of the sinusoidal references m′
i for each of the three

phases can then be determined from (4.11)-(4.13) as

m′
R =

2

3
(1 + δ(+−−) +

1

2
δ(+0−))

m′
S = −1

3
(1 + δ(+−−) − δ(+0−))

m′
T = −1

3
(1 + δ(+−−) + 2δ(+0−)). (4.15)

From equations (4.13) and (4.15) it is apparent that a change of ρ− influences
only the zero-sequence part of the modulation function.
Fig. 4.5 shows the modulation functions of the CPWM, DPWMA and DPWMB
for a modulation index M = 0.815. For the two discontinuous methods the bridge
legs are not switched continuously during one mains period and the clamping
intervals of the input rectifier voltage to the positive, negative and center point,
characteristic of the discontinuous modulation are apparent from Fig. 4.5. Note
that for the DPWMA there are clamping intervals during the phase current
zero-crossings and this is an advantage as the generation of the modulation
waveforms is not dependent on accurately determining the mains phase voltage
zero crossing.

4.3 Comparison of Continuous and Discon-
tinuous Modulation Schemes

One of the advantages of discontinuous modulation over the continuous modula-
tion is the reduction of the switching losses. For a defined value of the switching
loss, this allows an increase of the switching frequency thus leading to a decrease
in the current ripple. The harmonic components of the switching frequency are
therefore shifted to higher values for discontinuous modulation.
In order to obtain an independency of the simulations and experiments from
the selected specific parameters and to derive results which are not limited to
specific operating parameters and device characteristics, the calculated average
and rms current values are related to the peak value Î∗ of the mains current
reference value. The normalized rms value of the power transistor current is
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Figure 4.5: Modulation functions for the phase R and for modulation index
M = 0.815. The modulation function mR (proportional to the rectifier input
voltage average value vRM ) and its zero-sequence component m0 (proportional
to the average value of vMN ) are shown for: a) CPWM, b) DPWMA and c)
DPWMB.

then
Irms,r =

Irms

Î∗ . (4.16)
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The normalization basis of the rms value of the mains current ripple ΔIrms is
set to

ΔIr =
V0TP

8L
. (4.17)

Thus,

ΔIrms,r =
ΔIrms

ΔIr
(4.18)

and represents a characteristic value which is independent from the switching
frequency fP and the input inductance value L in a first approximation. The
subscript r indicates the normalization.

4.3.1 Calculation of Switching Frequency Increase

The admissible increase of the switching frequency for equal thermal stress on
the switches is now calculated. As shown in [117] the global (over a mains
period) switching losses of the transistor of a Vienna rectifier phase leg can be
calculated by averaging the local switching losses pT = 1

TP
wP according to

PT =
1
π
2

∫ π
2

0

pT dϕ (4.19)

where the integration can be limited to 1
4
TN or π

2
due to symmetry reasons

and TN is the mains period. The switching loss wP within one pulse period TP ,
given by the sum of the turn–on loss and the turn–off loss, can be expressed as
a linear function the switched phase current

wP = kf i (4.20)

where kf is a constant dependent on the voltage across the switch and the
switch characteristics and i indicates the phase current.
Assuming for CPWM a purely sinusoidal shape of the switched current (see
Appendix 8.3), it follows

PT,CPWM =
2

π
kf ÎfP (4.21)

where Î is the peak value of the phase currents and fP is the pulse frequency.
For discontinuous modulation, the clamping intervals shown in Fig. 4.3 and
Fig. 4.4 have to be omitted from the integration (4.19). Since the integration
interval for DPWMA is dependent on the modulation index M , then also the
resulting switching losses PT,DPWMA show a dependency on the modulation
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Figure 4.6: Factors kf as a function of the modulation index M , indicating the
increase of switching frequency for a) DPWMA (kf,DPWMA) and b) DPWMB
(kf,DPWMB), with respect to c) CPWM (kf,CPWM ).

index M as given by

PT,DPWMA =
2

π

1√
3M

kf ÎfP . (4.22)

Close to the overmodulation limit, M = Mmax (4.6), the switching losses (4.22)
are reduced with by a factor of 2 as compared to continuous modulation, and
for M = 2

3
there is a reduction by a factor of

√
3

2
. As shown in [111], the conduc-

tion losses are in good approximation independent of the modulation scheme
(continuous or discontinuous modulation). Therefore, under the assumption of
equal thermal stress on the power transistors as in continuous modulation (4.21)
the switching frequency of DPWMA can be increased by a factor of

kf,DPWMA =
√

3M (4.23)

A similar consideration shows for DPWMB the possibility of increasing the
switching frequency by a constant factor of

kf,DPWMB =
2

3 −√
3
≈ 1.58 . (4.24)
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In contrast to the DPWMA, there is no dependency of kf on M for DPWMB
(see Fig. 4.6). This can be explained by the independency of the relative dura-
tion and position of the clamping intervals of M for DPWMB.

4.3.2 Impact of the Redundant Switching States Dis-
tribution on AC-side Currents

As compared to continuous modulation, discontinuous modulation has in gen-
eral a lower ripple of the mains phase current due to the higher effective switch-
ing frequency. Besides the switching frequency, the ripple of the mains phase
current is also influenced by the distribution of the redundant switching states
between the beginning and end of one pulse half period as illustrated in Fig. 4.7.
As shown in [110], the rms value of the mains current ripple can be minimized
for continuous modulation by defining ρ− ≈ 0.5 in wide intervals of the mains
period. Therefore, for discontinuous modulation, characterized by values of the
control parameter of ρ− = 0 or 1 (see Fig. 4.2), an increase in the current ripple
has to be expected. However, there is a reduction in the ripple through the
increasing of the switching frequency by a factor kf , (4.23)-(4.24). The normal-
ized mains current ripple can be calculated analytically for the continuous and
discontinuous modulation methods by determining the equations of the squared
and normalized current sum averaged over the switching period for each sector.
Appendix 8.3 describes the basis for this calculation. The analytical equations
for the squared current ripple of CPWM , DPWMA and DPWMB are given
in (4.25)-(4.27) respectively. The results from these equations are plotted over
the practical modulation index range in Fig. 4.8 where they are compared with
simulation and experimental results. It can be seen that at lower modulation
indexes the current ripple for CPWM is lower than both the DPWM schemes,
however for M > 0.95 DPWMA starts to have a much lower current ripple than
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(4.27)

4.3.3 Impact of the Redundant Switching States Dis-
tribution on DC-side Currents

The implementation of discontinuous modulation schemes by setting the control
parameter ρ− equal to 1 (DPWMA) or 0 (DPWMB) has also a direct influence
on the shape of the center point current iM through the shape of the neutral
point voltage vMN . The center point current iM is dependent on the phase
currents according to

iM = tRiR + tSiS + tT iT ti =

{
1 if si = 0
0 else (4.28)
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Figure 4.8: Analytical (solid lines), simulated (dashed lines) and experimental
(marked points) results showing the dependency of the square of the rms value
of the phase current ripple on the modulation index M for (a) DPWMA, (b)
DPWMB and (c) CPWM.

where the function ti (index i = R, S, T ) is unitary only when the phase input
terminal is clamped to the center point. In [118] it is clearly shown that only
short (redundant) and average vectors contribute to the center point current.
Redundant switching states result in center point current iM of same value but
different sign. In particular, for sector 1 in Fig. 4.2), the center point current
corresponding to the redundant switching states (0−−) and (+00) is calculated
as

iM =

{ −iR for (0 −−)
+iR for (+00)

(4.29)
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while the local average within a pulse half period in the same sector is given by

iM,avg = (δ(0−−) − δ(+00))iR + δ(+0−)iS . (4.30)

Since ρ− (4.14) alternates between 0 and 1 six times the mains frequency (see
Fig. 4.3 and Fig. 4.4), and from (4.28) and (4.30), a relative high amplitude of
the third harmonic in the center point current waveform has to be expected.

4.4 Experimental Verification

The continuous and the two discontinuous modulation schemes are experimen-
tally evaluated using a 5 kW, 115 V, three-level Vienna rectifier. The current
control, modulation and switch signals are implemented digitally using an Ana-
log Devices ADSP21992 160 MHz DSP. The line currents and output voltages
are sampled at the switching frequency and are used by the DC output voltage
and current controllers to generate the duty cycles for the PWM generator. The
modulation strategies are implemented in the DSP using a synchronous-frame
voltage-oriented current control scheme. The voltage-oriented control for a unity
power-factor only requires the control of the synchronous d-component of the
current phasor. Inaccurate detection of the phase current zero-crossings can
result in additional low frequency distortion when using conventional modula-
tion, however with DPWMA, one phase is clamped during the zero-crossing and
therefore does cause any additional distortion. To complement the experimen-
tal results, the three modulation schemes have been simulated using Simplorer
for different modulation index values using the same experimental parameters
as listed in Table I. The switching frequency for continuous modulation is set
equal to 10 kHz whereas for the discontinuous schemes the coefficients (4.23)
and (4.24) are considered since equal switching losses are assumed as the ba-
sis for the comparison. In particular, the switching frequency for the DPWMA
is dependent on the modulation index and it assumes the maximum value for
M= 2√

3
.

In order to evaluate the waveform quality over the whole modulation range,
the line and center point current, and input rectifier voltage (viM ) have been
recorded for the three modulation strategies (CPWM, DPWMA and DPWMB)
and for five discrete values of the modulation index. The variation of the mod-
ulation index (4.6) is obtained by keeping the output voltage V0 constant while
changing the supply voltage amplitude. As an example, a set of waveforms are
shown in Fig. 4.9 for a modulation index M = 0.9 and for each modulation
scheme. Here the phase and the center point currents are seen in channels 2
and 4 and the rectifier input voltage (4.3) in channel 3 where the clamping
intervals characteristic of discontinuous modulation are apparent in Fig. 4.10
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Figure 4.9: Experimental waveforms recorded for CPWM. The modulation
index is M = 0.9. Ch1: mains voltage (200 V/div). Ch2: mains current (5
A/div). Ch3: rectifier input voltage (200 V/div). Ch4: neutral point current iM
(10 A/div). Time base: 2ms/div.

and Fig. 4.11.

Fig. 4.12 shows the input current ripple waveform and frequency spectrum
for modulation depth M= 0.7 normalized by the fundamental component. The
switching frequency for the discontinuous schemes is calculated according to the

Table 4.1: Experimental Setup Parameters
parameter symbol value

mains voltage Vrms 115 V
output voltage V0 350 V
rms line current I 6 A

switching frequency fP 10 kHz
input inductance L 500 μH
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Figure 4.10: Experimental waveforms recorded for DPWMA. The modulation
index is M = 0.9. Ch1: mains voltage (200 V/div). Ch2: mains current (5
A/div). Ch3: rectifier input voltage (200 V/div). Ch4: neutral point current iM
(10 A/div). Time base: 2ms/div.

coefficients (4.23) and (4.24). The harmonic components of the mains current,
which are grouped around multiples of the switching frequency are shifted to
higher frequencies for both discontinuous schemes and this is advantageous in
dimensioning of the input EMI filter. In particular for DPWMA, the relative
position of the harmonic components in the frequency spectrum is dependent
on the modulation index M in order to ensure the same switching loss. The
frequency spectrum of the DPWMB is independent on the modulation index
and the relative position of the harmonic components with respect to continuous
modulation is always as shown in Fig. 4.12.

A conventional criteria to evaluate the waveform quality of different mod-
ulation schemes is the the square rms value of the current ripple [111]. The
comparative evaluation of the current ripple for the three modulation strate-
gies, normalized according to (4.25)-(4.27), is shown in Fig. 4.8. The results from
experimental measurements show a very good correspondence to the analytical
equations and simulation results shown as solid and dashed lines respectively. If
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Figure 4.11: Experimental waveforms recorded for DPWMB. The modulation
index is M = 0.9. Ch1: mains voltage (200 V/div). Ch2: mains current (5
A/div). Ch3: rectifier input voltage (200 V/div). Ch4: neutral point current iM
(10 A/div). Time base: 2ms/div.

the rectifier is operated close to the overmodulation limit in case of DPWMA,
then the harmonic losses are reduced by a factor of ≈ 3 with respect to CPWM
(the rms value of the mains current harmonics is then reduced by a factor of

√
3).

The use of DPWMB results in a reduction of the switching losses by factor 2 (the
rms value of the mains current harmonics is then reduced by a factor of

√
2).

For practical realization, therefore, DPWMA has to be preferred to DPWMB
although the calculation effort for DPWMA is higher due to the dependency
of the clamping intervals on the modulation index M . The results are also in
general agreement with the comparative evaluations carried out for continuous
and discontinuous modulation schemes of two-level converters [108, 102, 111].

According to (4.14) and (4.30), the maximum negative and the maximum
positive local average value iM,avg of the center point current occurs during
one pulse period for ρ− = 0 and ρ− = 1, respectively. The switching of ρ−
between 0 and 1 with three times the mains frequency (see Fig. 4.3 and Fig. 4.4),
which is characteristic for discontinuous modulation, results in a relatively high
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Figure 4.12: Measured input current ripple waveform and frequency spectrum
for: a) CPWM, b) DPWMA and c) DPWMB. The modulation index is M =
0.7 and the amplitudes are normalized by the fundamental component of the
current (6 Arms) while the frequency components are multiples of the mains
frequency (50 Hz).

amplitude of the third harmonic of the center point current (see Fig. 4.13). In
contrast, for optimized continuous modulation (characterized by ρ− ≈ 0.5) there
is on average a cancellation of the positive and negative portion of iM within one
pulse period. Therefore, the low–frequency harmonics ÎM,(n) (n = 3, 9, 15, ...)
of iM show relatively low amplitudes. In order to limit the potential shift of the
center point caused by the low frequency harmonics ÎM,(n) of the center point
current to a given maximum value, a higher output capacitor value has to be
used for discontinuous modulation.
As shown in Fig. 4.14 for DPWMA there is an approximately linear decline of
the amplitude of the third harmonic of the center point current for increasing
modulation index M . This can be explained by the decreasing value of the sum
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Figure 4.13: Experimental neutral point current harmonic components IM(n)

normalized to the fundamental component of the mains current (6 Arms) and
multiples of the mains frequency (50 Hz) for modulation index M = 0.8. a)
CPWM, b) DPWMA and c) DPWMB.

of the redundant switching states durations (4.7), which is also linear with M
and which results in a proportional reduction of the local average value and
amplitude of the low–frequency harmonics of the center point current. For a
high modulation index the base for calculating the necessary output capacitance
(using electrolytic capacitors) is therefore the rms value of the capacitor current
IC,rms rather than the above described potential shift of the center point.

In contrast to the low–frequency harmonics of iM the rms value of the output
capacitor current is not influenced by the control parameter ρ− for balanced
partial output voltages and can, therefore, be derived (see Appendix 8.3) for
CPWM (ρ− = 0.5), DPWMA and DPWMB as
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Figure 4.14: Experimental and simulated results showing the dependency of
the normalized amplitude IM(3) of the third harmonic of the center point current
on the modulation index M for a) CPWM, b) DPWMA and c) DPWMB.

I2
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10
√

3M

8π
− 9M2

16
. (4.31)

For the redundant switching states the center point current shows different
signs but equal absolute value (4.28). Therefore, the rms value of the current
being fed into the capacitive center point M and being distributed between
the both output capacitors equally and/or the output capacitor rms value are
independent of ρ−.

4.5 Discussion

The control of the center point voltage should be implemented and has been ad-
dressed in several publications [98, 118, 103, 119]. Although the partial DC-link
output voltages are balanced over one mains period for both continuous and
discontinuous modulations under ideal conditions, the main task is to maintain
long-term stability for higher modulation depth (where the relative duty-cycle
of the redundant switching states becomes smaller) and/or in case of unbal-
anced, nonlinear loads or no-load operation. The center point balancing control
strategies are based on the same degree of freedom used to implement the cur-
rent control, and specifically on the addition of a zero-sequence component to
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the sinusoidal reference [98] and on adjusting the redundant switching sequences
[118]. These approaches would introduce further switching transitions and de-
teriorate the harmonic performance of the modulation as discussed in [103]. A
center point balancing control strategy based on variation of the input current
amplitudes rather than the use of redundant switching states is proposed in [119]
and its performance with no-load or low-load operation is demonstrated. This
control strategy could be combined with a discontinuous modulation scheme,
at the expense of line current harmonic distortion; nevertheless the suppression
of low frequency ripple of the center point current and/or additional phase cur-
rent harmonics represent a minor issue for which other conventional balancing
strategies can be applied [103, 119].
The main advantage of discontinuous modulation as compared to continuous
modulation is the possibility of increasing the effective switching frequency. The
reduction of the rms value of the mains current ripple is then a consequence.
If the EMI–filter (which has to be provided at the input side of the rectifier
for a practical realization) size is set as basis for the comparison among the
modulation schemes, then for a second order filter with a cut–off frequency
considerably lower than the switching frequency, the doubling of the switching
frequency will result in an increase of the attenuation by a factor of 4. This
increase in attenuation is by far more effective than the reduction of the rms
value of the mains current ripple due to the increase of the effective switching
frequency (factor ≈ √

3). If the rms value of the mains current ripple is thought
to be concentrated in a single harmonic with effective switching frequency, the
total improvement of the damping of mains current harmonics caused by dis-
continuous modulation results to a factor of ≈ 4

√
3 ≈ 7.

As is shown in Fig. 4.14, both DPWM methods have a larger third harmonic
center point current, which is more significant at lower modulation indices, than
CPWM. This current flows into the parallel connection of the output capacitors
(with an effective value of 2C). Therefore, to maintain the same level of third
harmonic voltage ripple, as in CPWM, would require the increase of output ca-
pacitance value, especially at low values of M . This would result in a decrease
of the power density of the rectifier. However, in a practical three-phase rectifier
application there is the requirement of a defined hold-up time and/or operation
under a phase-loss condition. When operating with only two phases, the out-
put capacitors now have a significant second harmonic current flowing in the
series connected output capacitors (with effective value of C/2). Overall, the
required value of the capacitors for the hold-up and/or phase-loss requirements
dominates over the increase in capacitor value due to increased third harmonic
current of the DPWM methods at low values of M . Therefore, in a practical
Vienna rectifier implementation the use of DPWM compared to CPWM would
not change the power density when only the output capacitors are considered.
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Figure 4.15: Experimental measurements showing the mains voltage vR and
the mains current iR and center point current iM for (a) ρ− = 0.5, (b) ρ− = 0.0
and (c) ρ− = 1.0. Time base: 2ms/div, vR: 200V/div, iR and iM : 4A/div.

4.6 Rectifier Loading Capability

The positive maximum value of the center-point current IM is formed for ρ− =
0, the negative maximum value for ρ− = 1. The measurements shown in Fig.
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Figure 4.16: Experimental measurements showing the mains voltage vR and
the mains current iR and positive bus capacitor current iC+ for (a) ρ− = 0.5,
(b) ρ− = 0.0 and (c) ρ− = 1.0. Time base: 2ms/div, vR: 200V/div, iR and iC+:
4A/div.
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4.16 show this dependence of the center-point current from ρ−.

The general dependency of IM on ρ− and on the modulation index M for
values ρ− ∈ [0, 1] which are constant over ϕ. For a controls point of view we
assume therefore a control of the center point current (and of the center point
potential) with low dynamics.

If a purely sinusoidal shape of the mains current is assumed, the average
value of iM in dependency on the parameter ρ− and on the modulation index
M can be calculated analytically:

IM,avg,r =
3

π
(1 − 2ρ−)

[1 +
1

2M
(
√

3M2 − 1 − 1√
3
)

−
√

3M

4
(1 +

2 π√
3
− 2

√
3 arcsin(

1√
3M

))]. (4.32)

Equation (4.32) represents a very good approximation of the exact depen-
dency IM,avg,r = IM,avg,r{M, ρ−} which is shown in Fig. 4.17. For ρ− = 0.5
in a first approximation the average value of the center point current is zero.
According to Fig. 4.17 IM,avg,r shows an approximately linear dependency on
the control input ρ− and on the modulation index M . The maximum values
of IM,avg resulting for ρ− = 1 and ρ− = 0 show equal absolute values. There-
fore, basically a symmetric controllability IM,avg{ρ−} = −IM,avg{1 − ρ−} of
the center point current average value is given. The decrease of the maximum
obtainable average value with increasing M is a consequence that for increasing
values of M the overall on-time of the redundant switching states is reduced.
In general this can also be explained by the fact that, in order to form a high
amplitude of the fundamentals of the phase voltages (high M) the current flow
has to be provided especially via the positive or negative free-wheeling diodes.
Therefore, the power transistors have only relatively short on-times. In the av-
erage, only a low contribution of the phase currents is fed into the center point.
The dependence of IM,avg on the amplitude Î of the mains current becomes
immediately clear.

4.6.1 Load on the Output Capacitors

The output capacitors C+ and C− of the system (which in general are realized
as electrolytic capacitors) have to be dimensioned with respect to rms current
stress and admissible low-frequency ripple of the center point potential. In order
to not exceed a given maximum value of the amplitude V̂M,(k) in the capacitor
voltage (as caused by the low-frequency harmonics ÎM,(k) of the center point
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Figure 4.17: Dependency of the normalized average value of the center-point
current iM on the modulation index M and on ρ−. Dots indicate experimental
results.

current) we have to select

C ≥ 1

k ω V̂C,(k)

ÎC,(k) . (4.33)
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Figure 4.18: Amplitude spectrum of the center point current (normalized with
respect to the amplitude of the mains current fundamental) as determined by
digital simulation for ρ− = 0.5 (cf. (a)) and ρ− = 0.0 (cf. (b)).

(V̂M,(k) is set typically to 0.01Vo.) There, k denotes the order of the current
and voltage harmonics with respect to the mains frequency. For constant total
output voltage Vo (controlled with high dynamics) a parallel connection of the
output capacitors C+ and C− exists concerning the harmonics of the current
iM flowing into the center point M . Therefore, the center point current har-
monics are divided into equal parts in both output capacitors. They shift the
voltage center point, but they do not change to overall voltage Vo. Therefore,
the harmonics of a capacitor current are calculated from the harmonics of iM
by

ÎC,(k) =
1

2
ÎM,(k) . (4.34)

A typical spectrum of harmonics of iM (where the DC term IM,avg is omitted) is
shown in Fig. 4.18. For symmetrical control of the system (ρ− = 0.5) the spec-
trum shows the amplitudes of the triplen harmonics (k = 3, 9, 15, . . . ). With
increasing asymmetry of the control (i.e., ρ− → 0, cf. Fig. 4.18(b), or ρ− → 1)
the spectrum shows increased harmonics for k = 6, 12, 18, . . . (even multiples
of 3).
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Figure 4.19: Dependency of the amplitudes of the low-frequency harmonics
(ordinal number (k), k = 3, 6, 9) of the center point current on the modulation
index M for different values ρ−, as determined by digital simulation.

The dependency of the amplitudes of the low-frequency harmonics k = 3, 6, 9
(which are of special importance for the dimensioning) on the modulation index
M and on the control parameter ρ− is shown in Fig. 4.19. Basically, ρ− influ-
ences only the amplitudes of the even-order center point current harmonics. The
amplitudes of the odd-order center point current harmonics remain unchanged
in a first approximation.
Besides the amplitudes of the harmonics of the center point and/or capacitor

128



4.7. CONCLUSION

0.6 0.8 1 1.2
3
2

3
2M

0.0

0.1

0.2

0.3

0.4

0.5

I  C
+,

rm
s,r

1.0=

0.75

0.25

= 0.0

0.5

Figure 4.20: Experimental measurement of the normalized value IC+,rms,r of
the current in the output capacitor C+ showing the dependency on the mod-
ulation index M and on ρ−. The current load of C− (associated with a value
ρ−) can be determined by reading the rms value of IC+,rms for ρ′

− = 1 − ρ−.

current, the value of the output capacitors is selected with respect to the rms
value of the capacitor current. The experimental measured current stress result-
ing for C+ with dependency on M and ρ− is shown in Fig. 4.20. For increasing
load unsymmetry on the partial output voltages the current stress on the output
capacitors C+ and C− is changed in opposite directions. Only for symmetric
load (and/or for ρ− = 0.5) both capacitors have equal current stress

I2
C,rms,r|ρ−=0.5 =

10
√

3M

8π
− 9M2

16
. (4.35)

4.7 Conclusion

This chapter has investigated the application of discontinuous modulation sche-
mes for three-level rectifiers. Based on the knowledge of discontinuous PWM as
implemented for two-level converters, a theoretical and experimental analysis
of two discontinuous PWM methods is compared with continuous PWM. The
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main advantage of the discontinuous modulation implemented for three-level
rectifiers is the possibility of increasing the switching frequency, which allows
the reduction of the input current ripple as well as a considerable reduction
of the input EMI filter size. The switching losses are also lower compared to
continuous modulation.

The presented DPWMA has demonstrated to have better performance than
DPWMB and CPWM, especially for high modulation indices (M > 0.93). How-
ever, it is shown that discontinuous modulation results in a dominant third har-
monic in the center point current and the implementation of the center point
voltage control may introduce further switching transitions, hence resulting in
a poorer harmonic performance of the modulation.

For practical realization of the current control of a three-level rectifier, dis-
continuous modulation is preferred to continuous modulation, especially if high
power density and/or low filtering effort and/or small size of the AC-side passive
components are required. Since the advantages of the discontinuous modulation
are recognized for higher modulation indices, it may be a good strategy to swap
between different modulation strategies according to rectifier’s operating point,
thus realizing a high-performance adaptive modulation algorithm [108, 103].



Chapter 5

HF Characterization of
Magnetic Components

5.1 Introduction

The wide-band characteristics of passive components are becoming increasingly
important even for high power applications, for which there has been a steady
increase in switching frequencies over recent years. Modern circuit simulation
software running on present computers is more able to cope with high frequen-
cies, and enables tighter control bandwidth. The ability to predict conducted
EMI in power electronics circuitry before even constructing a prototype has
also become a reality. These are only some of the reasons why high frequency
behavior will gain increasing interest for the accurate characterization, model-
ing and design of circuit components, such as filters, inductors, capacitors and
sensors, for frequencies typically up to 30 MHz.

Current transformers with high frequency bandwidths are of special interest,
since they are widely used in EMC compliance testing to measure disturbances
as well as in power electronics circuits with high switching frequencies and
wide-band control functions [123]. This manuscript investigates the high fre-
quency behavior of a gapped toroidal magnetic structure which is intended for
a current sensor application. In practice the application includes a Hall-effect el-
ement, which is physically positioned in the air-gap as shown in Fig. 5.1, for DC
and low frequency components of the measured current. The higher frequencies,
to which the Hall-sensor is insensitive, are detected magnetically. The magnetic
structure, which will be considered herein, thus consists of a toroidal core with
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Figure 5.1: Prototype of DC-broadband CT showing the wound toroid with
a Hall-element positioned in the air gap.

an air-gap, a single-turn primary passing through the center window of the core,
and a multi-turn secondary winding connected to the detection circuitry via a
small load resistor. Even though this is in principle a rather simple structure,
its behavior at high frequencies is affected by several factors that can produce
highly non-linear response signals. Firstly, a large air-gap (necessitated by the
physical dimensions of the Hall-element) in a toroidal core produces a large dis-
tribution of fringing flux that leaks through the window of the core instead of
passing through the air gap. This irregular distribution of flux depends on the
winding arrangement. Secondly, the core characteristics become non-linear due
to the frequency-dependent behavior of the ferrite core. At higher frequencies
rotational magnetic losses dominate, and the dielectric properties of the mate-
rial play an increasing role. Lastly, the secondary winding itself exhibits enough
stray capacitance and stray inductance to affect performance, notwithstanding
the internal impedances which give rise to a substantial higher resistance due
to eddy current effects. The complexity of its behavior due to the combination
of the above effects does not only affect the modeling of the structure, but
also its empirical characterization. In [124] the difficulties and trade-offs associ-
ated with wide-band characterization of a current probe by means of frequency
domain, S-parameter testing and time domain testing were discussed. In this
study a lumped element model is extracted using impedance measurements and
the dominating design parameters that dictate broadband performance are also
identified. A permeance-based model of the core is implemented to model the
magnetic circuit and stray capacitance and inductance of the winding are also
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Figure 5.2: Electrical circuital model of a coil: a) conventional equivalent and
b) permeance-capacitance analogy based model with coupling between electrical
and magnetic circuits using a Tellegen gyrator.

included. The model includes a linear lumped element equivalent circuit to ap-
proximate the non-linear complex permeability of the core, which was measured
experimentally. A set of gyrators is used to couple the electric and magnetic
models for circuit simulation.

5.2 The Capacitance-Permeance Analogy

The conventional electrical equivalent of a coil is shown in Fig. 5.2 a, where i
and v are the current and voltage at the winding terminals related by

v = L
di

dt
(5.1)

and L is the self-inductance value. In order to highlight the properties of the
core we recall the relations

v = Nξ

ψ = Ni (5.2)

being N the number of turns, ξ the induced voltage per turn and ψ the mag-
netomotive force (MMF). It should be noted that equations (5.2) represent
Faraday’s and Ampere’s Laws respectively (see page 186 of [125]).
Greek letters indicate the magnetic quantities to better distinguish them from
the electric ones. The permeance Λ of the magnetic core is defined as

Λ =
φ

ψ
=

μA

l
(5.3)
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where μ is the core permeability, A and l the core coss-section and the mag-
netic flux pathlength, respectively. The relation between the MMF ψ and the
magnetic flux φ in a magnetic system

ξ =
dφ

dt
= Λ

dψ

dt
(5.4)

can be written analogous to the relation between charge q and voltage v across
a capacitor:

i =
dq

dt
= C

dv

dt
. (5.5)

From (5.4) and (5.5) it follows that the MMF ψ is used analogous to the voltage
v, whereas the induced e.m.f. ξ is used analogous to the electrical current i.

Accordingly the magnetic circuit can be modelled by an electrical loop (cf.
Fig 5.2b) where the permeance Λ is modelled by a capacitor, the current flowing
is the flux rate ξ (5.4) and the voltage across the capacitor is the MMF ψ. The
magnetic and the electric circuits are coupled by a Tellegen gyrator defined by
the relations (5.2).
This model based on the permeance-capacitance analogy [126, 127] presents
numerous advantages:

1. the implementation of frequency dependent components and complex per-
meability;

2. the simulation of a magnetic network by an electrical circuit;

3. it allows access to the flux rate ξ and the MMF ψ;

4. geometry and number of turns are included in the model;

5. since a resistance element in the permeance model represents core losses
(unlike the conventional magnetic reluctance model where resistance rep-
resents energy storage), core losses could be also extracted using this
method [126].

5.2.1 Transformer Equivalent Circuit

Fig. 5.3 depicts a sketch of a gapped current transformer comprised of N1 and
N2 primary and secondary turns of resistance R1 and R2, respectively, a load
resistor RL, and a gapped magnetic core, of air-gap δ, cross sectional area A
and flux pathlength l in the core.

The transformer equivalent model shown in Fig. 5.4 has been drawn using
the capacitance-permeance analogy. All the set of equations that describe a
transformer can be written by inspection of the circuit in Fig. 5.4.
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Figure 5.3: Sketch of a gapped current transformer.

Accordingly, the equations of the electric loops are:

v1 = R1i1 + N1ξ1 = R1i1 + N1
dφ1

dt

v2 = R2i2 + N2ξ2 = R2i2 + N2
dφ2

dt
(5.6)

whereas the relations associated to the nodes of the magnetic circuit are

φ1 = φσ1 + φ

φ2 = φσ2 − φ (5.7)

1

N1i1
1

m

g

2

2 2

R1

N2i2

R2

v1

i1

N1

i2

v2

1

N2 2

Figure 5.4: Equivalent model of a transformer based on the permeance-
capacitance analogy. In particular Λm and Λg indicate the permeances of the
magnetic core and the air-gap, respectively; Λσ1 and Λσ2 the shunt permeances
of the primary and secondary leakage fluxes.
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Figure 5.5: Equivalent electric circuit of a current transformer.

and

φσ1 = Λσ1N1i1

φσ2 = Λσ2N2i2

φ =
( ΛmΛg

Λm + Λg

)
(N1i1 − N2i2). (5.8)

The primary and secondary leakage fluxes, φσ1 and φσ2, are dependent on the
permeances Λσ1 and Λσ2 of the leakage paths whereas the magnetizing flux φ
is proportional to the resultant MMF and to the permeance of the air gap Λg

which is much smaller that the core permeance Λm,

Λg =
μ0A

δ
� μ0μrA

l
= Λm (5.9)

where μ0 and μr air and core permeability, respectively. By substituting (5.7)
and (5.8) in (5.6) and considering (5.9), the primary voltage v1 is given by

v1 = R1i1 + N1
dφσ1

dt
+ N1

dφ

dt

= R1i1 + Λσ1N
2
1

di1
dt

+ ΛgN2
1

di1
dt

− ΛgN1N2
di2
dt

(5.10)

where

Lσ1 = Λσ1N
2
1

Lm1 = ΛgN2
1

M = ΛgN1N2

L1 = Lσ1 + Lm1

are leakage, magnetizing, mutual, and self- inductances, respectively, of the pri-
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mary winding. L1 and M can be measured, Lm1 can be calculated and Lσ1

can be derived. These parameters can be determined by means of the well
known open-circuit and short-circuit tests [128]. Equation (5.10) can be further
arranged as follows

v1 = R1i1 + Lσ1
di1
dt

+ Lm1
d

dt
(i1 − N2

N1
i2)

= R1i1 + Lσ1
di1
dt

+ Lm1
dim1

dt
(5.11)

which corresponds to the primary side of the electrical circuit in Fig. 7.3. There,
the currents i′2 and im1 are defined respectively as:

i′2 =
N2

N1
i2 (5.12)

im1 = i1 − i′2 (5.13)

In a similar fashion, the output voltage v2 can be written from (5.6) and (5.7)
as

v2 = R2i2 + N2
dφσ2

dt
− N2

dφ

dt
(5.14)

and the leakage, magnetizing, mutual, and self- inductances of the secondary
winding can be defined analogous to the primary as follows:

Lσ2 = Λσ2N
2
2

Lm2 = ΛgN2
2

M = ΛgN2N1

L2 = Lσ2 + Lm2.

The e.m.f. e2 induced in the secondary by the mutual flux φ, is defined as

e2 = N2
dφ

dt
(5.15)

and it drives the secondary current i2. The e.m.f. e1 induced across the primary
winding is similarly given by

e1 = N1
dφ

dt

= Lm1
dim1

dt
(5.16)
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Figure 5.6: Equivalent model of the transformer based on the permeance-
capacitance analogy: significance of the leakage inductance.

and it is related to e2 through the transformer ratio:

e2

e1
=

N2

N1
. (5.17)

This latter and (5.12) constitute the equations of an ideal transformer, i.e. core
permeability μr infinite and magnetic flux φ zero.

The (5.14) can be written as

e2 = R2i2 + Lσ2
di2
dt

− v2 (5.18)

Let define RL and vL as the load resistor and load voltage:

vL = RLi2

= −v2. (5.19)

Considering (5.13), (5.16), (5.17) and (5.19), it follows

N2

N1

(
Lm1

d

dt
(i1 − N2

N1
i2)
)

= R2i2 + Lσ2
di2
dt

+ vL

M
di1
dt

− Lm2
di2
dt

= R2i2 + Lσ2
di2
dt

+ RLi2

M
di1
dt

= R2i2 + L2
di2
dt

+ RLi2 (5.20)

Using the Laplace transform, where s indicates the Laplace operator, from
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Figure 5.7: Equivalent model of the transformer based on the permeance-
capacitance analogy: significance of the resistance in the magnetic loop.

(5.20) the ratio between primary and secondary currents is then provided by:

I2(s)

I1(s)
=

sM

R2 + RL + sL2

=
N1

N2

sLm2

R2 + RL + sL2

=
N1

N2

s Lm2
R2+RL

1 + s L2
R2+RL

. (5.21)

5.2.2 Properties of the Equivalent Circuit

Fig. 5.4 represents the equivalent circuit of a transformer based on the capacitance-
permeance analogy. It is constituted of two electric loop, for the primary and
secondary winding, and one magnetic loop that models the core and the mag-
netic flux paths.
As show in Fig. 5.6, the shunt capacitance in the magnetic loop, which accounts
for the leakage flux permeance, can be replaced by an inductance in series in
the electric loop, without varying the response and the properties of the model.
Moreover, a resistance in the magnetic loop (see Fig. 5.7) accounts for the losses
in the magnetic circuit, contrary to the resistance-reactance based model of the
transformer, in which a resistance is a storage element.
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5.3 Core Material Characterization

5.3.1 Measurements of Complex Permeability

Complete material information over a broad frequency bandwidth is not always
available. Therefore the measurement of the fundamental ferrite parameters,
i.e. permeability, permittivity and conductivity must often be performed by the
magnetic designers themselves. For this aim, specific material samples must be
used. The complex relative permeability μr = μ′−jμ′′ can be extracted by mea-
suring the reactance of a thin toroidal core (cf. Fig. 5.8). Since the dimensional
effects influence this kind of measurement, the core cross-section should be suf-
ficiently small [129, 130, 131]. Moreover, the windings on the sample core should
ideally wrap fully around the circumference of the toroid. This uniform winding
reduces the amount of flux that leaves the core and forces a more uniform flux
density distribution in the core. The impedance Z of an N -turn inductor L
can be represented at any given frequency ω/2π by the series combination of a
resistance, Rs, and a reactance, jωLs.

jωL = jωμoμr

(
N2Ae

le

)

= jωμo(μ
′ − jμ′′)

(
N2Ae

le

)

= jω

(
μoμ

′N2Ae

le

)
+ 2πf

(
μoμ

′′N2Ae

le

)
= jωLs + Rs (5.22)

where Ae is the effective core cross section and le is the mean flux path length.
The values of equivalent series circuit parameters Rs and Ls can be measured
directly using an impedance analyzer.

The real and imaginary parts of the complex relative permeability are then
obtained from:

μ′(f) = Ls(f)

(
le

μoN2Ae

)
(5.23)

μ′′(f) = Rs(f)

(
le

2πfμoN2Ae

)
. (5.24)

A R4 toroidal core of N30 ferrite, having dimensions dext = 4 mm, dint = 2.4
mm, h = 1.6 mm, was used for the measurement. This thin toroid was fully
wound with N= 22 turns. The impedance was measured with an AGILENT
A294A Precision Impedance Analyzer with an oscillation level of 0.5 mA. The
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Rs

Ls

a) b)

Figure 5.8: (a) Fully wound thin toroid for the measurement of complex per-
meability and (b) its equivalent circuit.

results shown in Fig. 5.9 are in good agreement with similar measurements
obtained for larger cores [132].

5.3.2 Prototype Construction

The magnetic cores selected for the measurements were R16 toroidal cores of
N30 ferrite. Two designs were prototyped for testing; one having an air gap of
1.6 mm and another without an air gap as shown in Fig. 5.10.

5.3.3 Winding Arrangement

High immunity against external fields is important especially for current mea-
surement applications. The winding arrangement must therefore be chosen care-
fully so that any external magnetic fields will not influence the sensor accuracy
[133]. If a traditional winding is realized, as in Fig. 5.11a, then the area linked
with the external magnetic field is about equal to the internal circumference
of the toroid. If one of the two terminals is returned back along the outer cir-
cumference of the toroid, then the loop area is reduced as in Fig. 5.11b. This
solution is usually used for realizing Rogowski coils [134, 135, 136]. If the return
conductor is also wound as in Fig. 5.11c, then the loop area is further reduced.
For a gapped toroid, this latter winding strategy can be realized as shown in
Fig. 5.11d.

The secondaries of the prototypes consisted of 120 turns of 0.2 mm magnet
wire.

141



CHAPTER 5. HF CHARACTERIZATION OF MAGNETIC COMPONENTS

10 4 105 10 6 107 108

0

2000

4000

6000

f   [Hz]

 'μ

10 4 105 10 6 107 108

0

400

800

1200

1600

2000

f   [Hz]

 "μ

Figure 5.9: Frequency plot of the real and imaginary parts, μ′ and μ′′ respec-
tively of the complex relative permeability for N30 ferrite at 25◦C.

5.3.4 Modeling the Nonlinear Magnetic Core

The capacitance-permeance model [137, 138, 139] was chosen to model the ro-
tational magnetization losses of the magnetic core. The model allows electrical
simulation of a non-linear magnetic structure, through an analogous transfor-
mation of field quantities and the implementation of a gyrator.
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Figure 5.10: Prototypes of the broadband DC-CT. Ungapped toroids were
used for empirical characterization.

In a circuit simulator the magnetic circuit can thus be constructed using ca-
pacitor elements to represent all of the permeances. In the magnetic domain, the
flux path may be broken into series capacitor elements representing permeances,
whereas the flux cross section may be broken into parallel capacitor elements
representing permeances. For instance, a core with an air gap is modeled as
a capacitor for the core permeance in series with a capacitor representing the
permeance of the air gap. The connection to the electrical circuit can then be
represented by the Tellegen gyrator according to (5.2), comprising a controlled
voltage source producing ψ (in series with the two capacitors), and another
controlled voltage source producing the electrical voltage.

If the frequency dependency of the ferrite core permeability is to be included
in the model, then a simple curve fit may be implemented to approximate the
complex permeability as a function of frequency. For frequencies up to 200 MHz,
the permeability is then approximated by assuming that

μr(jω) = 1 +
χ1

1 + jωχ1τ1
+

χ2

1 + jωχ2τ2
(5.25)

Formula (5.25) is a description of the complex permeability through re-
laxation effects. χ1 and χ2 represent the low frequency susceptibilities of the
domain wall movement and rotational magnetic losses respectively. The time
constants τ1 and τ2 are material properties. For a toroid having a cross section,
A and a magnetic path length l, the non-linear permeance of the core can be
represented by a circuit comprising linear elements as shown in Fig. 5.12. For
N30 ferrite, Table 5.1 lists the curve-fitted values that were obtained empirically
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Figure 5.11: Effect of an external magnetic field for different winding arrange-
ments on toroidal magnetic cores. The cross sectional area of flux linkage in (a)
becomes smaller if a conductor is returned to the starting position as shown in
(b). This loop area reduces further if the return conductor is wound as shown
in (c). For a gapped toroid, such as in (d), the arrangement must be repeated
twice.

and subsequently used in the simulations.

Fig. 5.12 depicts the equivalent lumped element circuit for representing the
frequency-dependent complex permeability of the core. The complex permeabil-
ity is assumed to obey the function (5.25).

The admittance of this circuit in the frequency domain is:

Y (jω) = jω
μ0μr(jω)A

l
= jωCoμr(jω)

= Yo(jω)μr(jω) (5.26)
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Co

C1

C2R2

R1

Figure 5.12: Equivalent magnetic circuit for the complex permeability using
linear lumped electrical elements.

where:
Co =

μ0A

l
(5.27)

Since Co can be calculated directly from the geometry, the other four pa-
rameters are more easily obtained by subtracting this value:

Y (jω) − Yo(jω)

Yo(jω)
=

Y (jω) − jωCo

jωCo
= μr(jω) − 1

=

(
C1/Co

1 + jω(C1
Co

)(R1
Co

)
+

C2/Co

1 + jω(C2
Co

)(R2
Co

)

)
(5.28)

By inspection, all of the equivalent circuit element values are then identified

Table 5.1: Parameters for complex permeability of N30 ferrite
μr permeance

name value name value
χ1 2.621 × 103 Co 671.5 pF
χ2 1.599 × 103 C1 1.76μF
τ1 4.385 × 10−11 C2 1.074 F
τ2 6.943 × 10−11 R1 65 mΩ

R2 103 mΩ
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as follows:

C1 = χ1Co

C2 = χ2Co

τ1 = χ1R1

τ2 = χ2R2

The values of χ1, χ2, τ1 and τ2 can also be obtained by a simple method
involving graphical inspection of measured data of the complex permeability.
Equation (5.25) can be simplified:

μr(jω) − 1 =
χ1

1 + jωχ1τ1
+

χ2

1 + jωχ2τ2

=
χ1 + χ2 + jωχ1χ2 (τ1 + τ2)

(1 + jωχ1τ1) (1 + jωχ2τ2)

= Ao
1 + jω/ω12

(1 + jω/ω1) (1 + jω/ω2)
(5.29)

where:

Ao = χ1 + χ2

ω1 = (χ1τ1)
−1

ω2 = (χ2τ2)
−1

ω12 =
χ1 + χ2

χ1χ2(τ1 + τ2)

=
Ao

χ2
ω1

+ χ1
ω2

(5.30)

The approximate values of ω1, ω2 and ω12 can be determined graphically
by identifying asymptotes in a bode plot of the measured μr − 1.

The plot of the complex relative permeability of N30 ferrite indicates that
it is fair to assume that ω1 < ω12 < ω2. The frequency (2πτ2)

−1 is Snoek’s
limit, which is typically in the order of several gigahertz for video head ferrites,
whereas (2πτ1)

−1 lies somewhere between 0.1 and 3 GHz.
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Figure 5.13: Equivalent circuit with core permeances model and extracted
winding impedances for simulating the output impedance measurement.

5.4 Empirical Characterization of the Cur-
rent Transformer

5.4.1 Open Circuit Impedance

The device under test is in essence a current transformer (CT) with a single
conductor in the primary. A model for the secondary winding was extracted
by measuring its output impedance with an open-circuited primary conductor
still present. Rigorous methods for modeling winding impedances are given in
[140, 141]. The measured and simulated results are plotted in Fig. 5.14 and
the equivalent circuit for the simulation is depicted in Fig. 5.13. The lumped
equivalent circuit model for the winding approximates the effects of winding
stray capacitances, the winding leakage impedance and the high frequency ac
resistance for the frequency range of interest. It can be extended to include
higher order resonances that occur for frequencies beyond 30 MHz.

5.4.2 Transimpedance Gain

The primary was fed by a signal of constant amplitude over the frequency range
250 kHz to 30 MHz using a signal generator and a power amplifier as shown in
Fig. 5.15, and a list of the equipment is given in Table 5.2. The primary of the
CT consists of a custom designed coaxial construction that provides a constant
resistance of 50 Ω up to 30 MHz. It allows better stability over this frequency
range and also matches the output impedance of the power amplifier. At each
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Figure 5.14: Plots of measured (solid line) and simulated (dashed line) output
impedance.

frequency, the primary (input) current amplitude I1 and the secondary (output)
voltage amplitude VL across the load resistor RL are measured, along with the
time delay between the two signals i1 and vL, that provides the difference Δϕ
between the phases of the measured signals. The ratio between output voltage
and input current provides the transfer function (TF) as a transimpedance gain
VL/I1, while the phase of the TF is given by Δϕ.
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Figure 5.15: Photograph of the experimental setup.

Figure 5.16: Detail of the experimental setup.
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Figure 5.17: Equivalent circuit used to simulate the transimpedance gain of
the current transformer.

The equivalent circuit of the current transformer for the transimpedance
gain simulation is shown in Fig. 5.17. It includes the core permeances model for
the non-linear core, the equivalent winding impedance, and the two Tellegen
gyrators for the secondary winding and the single-turn primary winding.

5.4.3 Magnetic Flux Distribution

Each circuital parameter used to model the gapped toroid has a specific physical
meaning and influences the frequency behavior of the overall device to some
degree according to the frequency of the exciting signal. In particular, the slope
of the impedance curve in Fig. 5.14 depends mainly on the value of the air gap

Table 5.2: List of Equipment
Signal Generator Agilent 33250A 80 MHz

function/arbitrary waveform gen-
erator

Power Amplifier ENI 3200L RF Power Amplifier
gain 55 dB, 250 kHz-150 MHz

50 Ω Coaxial Primary custom design
50 MHz bandwidth

50 mΩ Shunt T&M Research Products
Model A-1-05, Emax = 20 J

Oscilloscope LeCroy Waverunner LT584L
1 GHz

Voltage Probe LeCroy PP006A
500 MHz
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Figure 5.18: The measured (solid line) and simulated (dashed line) results of
the transimpedance gain of the current transformer.

permeance Cg (Λg), since most of the magnetic field concentrates in the air gap.
The first peak is provided by the parallel resonance between the magnetizing
inductance and the winding self-capacitance, the second peak is given by the
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Figure 5.19: (a) Magnetic flux distribution for the inductor excited by a MMF
of 10 A at 100 kHz and (b) the magnetic flux density B along the x-axis.

series resonance between winding leakage inductance Ls and self-capacitance
and the third peak by the parallel resonance between Ls and winding self-
capacitance. The damping associated with the second and third resonance peaks
in the impedance plot, as well as the damping associated with the resonant peak
in the transimpedance gain curve (cf. Fig. 5.18), are modeled by the two large
resistors RC1 and RC2. In fact, the core shunt capacitances, Cw1 and Cw2,
cannot simply be grounded since a ferrite material is a poor conductor and the
resistors account for the high resistivity of the ferrite.

When the transimpedance gain is calculated (cf. Fig. 5.17), then the equiva-
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Figure 5.20: (a) Magnetic flux distribution for the current transformer excited
by a primary current of 10A at 100 kHz and (b) the magnetic flux density B
along the x-axis.

lent circuit remains the same except for the introduction of another gyrator that
accounts for the primary and the secondary, which is then closed across a load
resistor RL. A small capacitor between the Tellegen gyrators takes into account
leakage flux in the core window that reduces the coupling between the primary
conductor and the secondary winding. It is well known that the expression of
the transimpedance gain of a transformer for low frequency, i.e. neglecting all
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HF effects and stray capacitance is

UL

I1
= RL

(
sM

RL + sL

)
(5.31)

where L is the self-inductance of the secondary and M is the mutual induc-
tance between primary and secondary [142]. If there is good magnetic coupling
between primary and secondary, which is typical for a toroid, then M/L equals
the ratio of primary to secondary turns. Accordingly the low corner frequency
and the transimpedance gain are defined respectively as

fL =
RL

2πL
(5.32)

and ∣∣∣∣UL

I1

∣∣∣∣ = RL

N
(5.33)

For this case study these values correspond to fL = 2.27 kHz and |UL/I1| = 83
mΩ, where L = 700 μH, RL = 10 Ω and N = 120 turns. These theoretical values
have been verified by the proposed transfer function model (cf. Fig. 5.18). If the
coupling is not ideal, then the self inductance of the secondary L and the mutual
inductance M are not proportional to one another. Therefore, the presence of
a small capacitance between the Tellegen gyrators accounts for the non-ideal
coupling. Accordingly the transimpeance gain will be lower and provided by the
general expression ∣∣∣∣UL

I1

∣∣∣∣ = RL

(
M

L

)
(5.34)

Since the leakage inductance Ls is proportional to N2 and the winding self ca-
pacitance C is proportional to N , reducing the number of turns N should extend
the frequency band. The drawback of this solution is that the self inductance
L will also decrease, thus increasing the lower corner frequency.

The value of the load resistor RL plays a crucial role in current transformers.
Firstly, both the lower corner frequency and the transimpedance gain depend
on RL. If RL is increased, then a lower amplitude current will flow in the
secondary, since the impressed e.m.f. (electro motive force) sMI1 remains the
same. Therefore the MMF due to the secondary current will compensate just
part of the magnetic field associated with the primary current. The magnetic
field density and flux line distribution for the inductor are shown in Fig. 5.19.
The compensation of the primary magnetic field by the one in the secondary is
evident by examining Fig. 5.20, where the device operates in the flat part (100
kHz) of its frequency response. For large values of the load resistor or even for
open secondary, the primary MMF is not compensated. The flux in the core
is basically given by the primary MMF and the device behaves just like an
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Figure 5.21: Frequency behavior as a function of the value of the load resistor
RL of the open loop secondary winding voltage or flux derivative or current in
the magnetic circuit over a sinusoidal excitation of 1 A. In particular, the curve
for RL = 1MΩ provides the measured open loop impedance, just rescaled by
the turn ratio. The curves were derived by using the equivalent circuit of the
current transformer.

inductor. The magnetizing inductance assumes therefore a larger value and the
frequency plots in Figs. 5.21-5.22 show a prominent first parallel resonance due
to the large magnetizing inductance. If RL is small, then more current will flow
in the secondary. Ideally its amplitude should be equal to the primary current
scaled by the turns ratio. In this case, the magnetizing inductance is very small
due to flux cancellation so that the resultant flux within the transformer core
is negligible. Consequently for small values of RL, the magnetizing inductance
will have no major influence on the frequency behavior, as is clearly evident
from the curves in Figs. 5.21-5.22.

Fig. 5.21 depicts the voltage e (cf. Fig. 7.3) impressed across the secondary
winding for a sinusoidal excitation of 1A. The voltage e is equal to the flux
derivative, which is equivalent to the current flowing in the magnetic loop.
In other words, this curve represents the impedance of the secondary winding
rescaled by the turn ratio, since it is the primary which is being fed. In partic-
ular, the impedance plot in Fig. 5.14 corresponds to one of the curves in Fig.
5.21, which was obtained for the largest value of the load resistor. Moreover,
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Figure 5.22: Transimpedance gain of the current transformer as a function
of the value of the load resistor RL. In particular, the curve for RL = 10Ω
corresponds to the case study. The curves are derived by using the equivalent
circuit of the current transformer.

the influence of the magnetizing inductance or of the resulting magnetic flux on
the shape of the impedance frequency plot is directly apparent from the plots.
The results of a similar procedure for the transimpedance gain are depicted in
Fig. 5.22.

5.5 High Frequency Effects

5.5.1 High Frequency Model of Ferrite Material

Ferrite materials show very complex high frequency behavior. The combination
of high frequency excitation and physically large magnetic cores can result in
losses and field distributions (dimensional effects) that are not encountered in
low power and lower frequency devices. The research in this area has always
been very limited although ferrite core devices are components present in many
power electronic circuit [?, 130, 143, 144].
Ferrites are semiconductor materials that provide a preferential path for the
magnetic field’s lines and increase the stored magnetic energy. The definition
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Figure 5.23: Frequency response of the relative permeability of MnZn and
NiZn ferrites.

of the ferrite as a semiconductor allows one to point out its conducting prop-
erties, accounted by a conductivity σ. A well known effect, due to the finite
conductivity of the ferrite, is the stray capacitance of the windings to the core,
dependent on the electric field lines that can terminate on the ferrite core.
Ferrites are the most important compounds for applications where high perme-
ability and low loss are the main requirements. They are composed of oxides
containing ferric ions as the main constituent, and they are dividend into two
main categories: Manganese Zinc ferrites (MnZnFe2O4, μr = 4000 . . .10000)
and Nickel Zinc ferrites (NiZnFe2O4, μr =100. . .1000). The MnZn ferrites
has larger permeability value than the NiZn ones, hence they relax (dispersion
phenomena) before than the NiZn which are therefore more suitable for high
frequency applications. Typical value of the relaxation frequency for MnZn
ferrites are in the range of hundred of kHz up to some MHz. At this frequency,
the ferromagnetic material (μr > 0) becomes diamagnetic (μr < 0) and expels
the magnetic field for frequencies higher than the relaxation’s one. Fig. 5.23
represents the imaginary part of the complex permeability

μ̇ = μ′ − jμ′′ (5.35)

In order to better explain the dielectric behavior of the material, it is important
to understand its structure. Polycrystalline ferrites may be regarded as com-
pound dielectric consisting of semiconducting grains (crystallites) surrounded
by thin boundaries having much higher resistivity. In the ferrite, core grains
are combined by the organic binder during the manufacturing process (see Fig.
5.24). The dielectric effects between adjacent grains become significant when the
frequency reaches the kHz-MHz range. These effects depends on the complex
permittivity

ε̇ = ε′ − jε′′. (5.36)
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Figure 5.24: Idealized structure of ferrite where one crystal coincides with one
grain. The grain constitutes the magnetic material itself while the surrounding
boundaries (white) have dielectric characteristics.

f μ′ μ′′ ε′ ε′′ σ

100 Hz 4220 20 1.130e5 1.820e7 6.00e−4

1 kHz 4220 20 1.010e5 1.800e6 5.50e−3

100 kHz 4294 70 5.750e4 3.875e4 0.32

200 kHz 4490.5 306.8 5.378e4 5.863e4 0.32

1 MHz 3150 2240 3.125e4 1.580e4 1.74

30 MHz −34.4 102.1 1.890e3 1.535e4 3.15

Table 5.3: Material parameters of Ferrite N30

It should be noted that ferrites differ from metallic magnetic material because
their eddy current losses, dependent on the conductivity σ, are considerably
smaller and hence often negligible. Nevertheless the combination of a high di-
electric constant, a high permeability and finite resistivity that ferrite cannot
be treated either as a good conductor or a good insulator. This combination
of material characteristics in combination with the operating frequency, leads
to geometrical or dimensional resonances and significant eddy-current losses. If
the dielectric constant and relative permeability have rather high values, then
the electrical wavelength in the ferrite material is significantly shorter than in
free space.
In order to characterize and analyze phenomena of dimensional resonance, the
measurement of the material parameters (σ, μ̇, ε̇) is of fundamental importance
[?, 130]. Table 5.3 shows the measured parameters for ferrite N30 as a function
of frequency. Usually the dimensions of the ferrite sample used for measure the
magnetic properties (the complex permeability) are small enough to neglect the
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Figure 5.25: Contacting Electrode Method (Rigid Metal Electrode)

dimensional effects and the eddy currents losses. The information on the ma-
terial is independent on the size and may be used to magnetically characterize
all the devices made out of the same kind of material. In [130] is shown that
once adequate material information is available as input, even relatively simple
numerical solvers can provide reasonable prediction of device performance.

The dielectric constant can be calculated from the capacitance value mea-
sured by a dielectric test fixture when the ferrite is interposed between the
electrodes (cf. Fig. 5.25). The Contacting Electrode Method (Rigid Metal Elec-
trode) was used to measure the ferrite dielectric constant. This method uses a
rigid electrode which make contact directly on the surface of the test material.
The merits of the procedure are that the measurement the capacitance as well
as the equations to obtain dielectric constant are simple. As drawback, an air
film error might occur, which is caused by the air-gap between the electrodes
and the surfaces of the test material. In order improve the contact between the
ferrite sample and the electrodes, a thin film of silver was interposed. The real
part ε′r of the complex permittivity ε̇r is obtained from:

ε′r =
ta

ε0A
Cp(f) (5.37)

where ta is the average thickness of test material, A is the area of guarded
electrode (the diameter of Electrode-B is 5mm). The imaginary part ε′′r is given
by

ε′′r = Dε′r (5.38)

where D is the dissipation factor

D = tan δ =
ε′′r
ε′r

=
1

ωCpRp
=

1

ω ε′A
ta

ta
σA

=
σ

ωε′
(5.39)
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Figure 5.26: a) Measured equivalent parallel capacitance and dissipation factor
for N30 test material. b) Computed complex permettivity. Solid line: real part;
dashed line: imaginary part.

The experimental results of the parallel capacitance, dissipation factor and the
computed complex permittivity for samples of ferrite material of grade N30 and
N87 respectively are represented in Figs. 5.26 and 5.27.

5.5.2 Magnetic Skin Depth and Dimensional Reso-
nance

The simplest type of wave propagation is the uniform plane wave. The term
plane means that at any point in space the electric and magnetic field intensity
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Figure 5.27: a) Measured equivalent parallel capacitance and dissipation factor
for N87 test material. b) Computed complex permettivity. Solid line: real part;
dashed line: imaginary part.

vectors lie in a plane and the planes at any two different points are parallel.
The term uniform means that E and H are independent from the position in
each plane. Lets assume that the electric and magnetic field intensity vectors
lie in the xy plane and in particular the electric field intensity vector is directed
in the x direction.

E = Ex(z, t)ex (5.40)
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The condition that the field vector is uniform yields that it must be independent
from x and y (or constant along x and y):

∂Ex

∂x
=

∂Ex

∂y
= 0 (5.41)

the vector can be a function of only z and, of course of the time t. Similarly for
H:

H = Hy(z, t)ey (5.42)
∂Hy

∂x
=

∂Hy

∂y
= 0 (5.43)

Substituting these results (5.41) and (5.43) into Faraday’s and Ampère’s laws

rotE = −∂B

∂t
= −μ

∂H

∂t

rotH = J +
∂D

∂t
(5.44)

we obtain two differential equations

∂Ex(z, t)

∂z
= −μ

∂Hy(z, t)

∂t
(5.45)

−∂Hy(z, t)

∂z
= σEx(z, t) + ε

∂Ex(z, t)

∂t
. (5.46)

For sinusoidal, steady-state variation:

dÊx(z)

dz
= −jωμĤy(z) (5.47)

dĤy(z)

dz
= −(σ + jωμ)Êx(z) (5.48)

These two differential equations are coupled and, differentiating with respect to
z and subtracting the other and vice versa, one can obtain the well known Hel-
moltz’s Equations, where the only dependence on the z direction is considered:

d2Êx(z)

d2z
− k̂2Êx(z) = 0

d2Ĥy(z)

d2z
− k̂2Ĥy(z) = 0. (5.49)
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Figure 5.28: Representation of the propagation of the electric field wave in a
lossy medium, characterized by the attenuation constant α and the constant of
phase β.

The solutions of these equation are respectively

Êx = Ê+
me−jk̂z + Ê−

me+jk̂z (5.50)

Ĥy =
Ê+

m

η̂
e−jk̂z +

Ê−
m

η̂
e+jk̂z

where k̂ is the complex propagation constant defined as

k̂ =
√

jωμ(σ + jωε) (5.51)
= α + jβ

α is also called attenuation coeffient and β is the phase constant. The intrinsic
wave impedance in the medium having properties (σ, ε, μ) is accordingly given
by

η̂ =

√
jωμ

σ + jωε
(5.52)

measured in Ω. Equations (5.51) and (5.52) can be rewritten as
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Table 5.4: Skin depth for Copper
frequency δ

60 Hz 8.53 mm
1 MHz 66.1 μm
10 MHz 20.9 μm
100 MHz 6.6 μm
1 GHz 2.09 μm

k̂ = jω

√
με(1 +

σ

jωε
) (5.53)

η̂ =

√
μ

ε(1 + σ
jωε

)
. (5.54)

One can distinguish between a good conductor and a dielectric if⎧⎨
⎩

σ
ωε

	 1 good conductor
σ
ωε

� 1 good dielectric
σ = 0 lossless

(5.55)

In particular, for a good conductor

k̂ =

√
(jω)2με(1 +

σ

jωε
)

≈
√

jωμσ

=
√

j
√

ωμσ

= (
1√
2

+ j
1√
2
)
√

ωμσ. (5.56)

Therefore the wave number can be written as

k̂ = α + jβ

=

√
ωμσ

2
+ j

√
ωμσ

2
(5.57)

where the skin depth is defined as

δ =
1

α
=

1√
πfμσ

. (5.58)

If the proprieties of the material (μ, ε) are complex, as is for the ferrite, see
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equations (5.35) and (5.36), the constant of propagation assumes the form

k̂ =
√

jωμ̇(σ + jωε̇) (5.59)

=
√

jω(μ′ − jμ′′)(σ + jω(ε′ − jε′′))

=

√
jω(μ′ − jμ′′)(jω(ε′ − jε′′ +

σ

jω
))

=

√
jω(μ′ − jμ′′)(jω(ε′ − j(ε′′ +

σ

ω
)))

=
√

jω(μ′ − jμ′′)(jω(ε′ − j(ε̃′′)) (5.60)

and it can also be written as

k̂ = jω

√
μ̇ ˙̃ε (5.61)

= jω
√

(μ′ε′ − μ′′ε̃′′) − j(μ′′ε′ + μ′ε̃′′) (5.62)

whose real and imaginary part are


(k̂) =
ω√
2

(√
|μ̇||ε̇| + (μ′ε′ − μ′′ε̃′′)

)
(5.63)

�(k̂) =
ω√
2

(√
|μ̇||ε̇| − (μ′ε′ − μ′′ε̃′′)

)
(5.64)

The phase speed is given from

υ =
dz

dt
=

ω

β
=

1√
με

(5.65)

In air, μ0 = 4π × 10−7 H/m and ε0 = 1/36π × 10−9 F/m. It results that the
light speed in the vacuum is υ0 = 3 × 108 m/s.

The unit of measure of β is rad/m, β is a change in phase of the wave with
respect to the distance of propagation. The distance between two correspondent
points of a wave is the wavelength defined as

λ =
2π

β
=

υ

f
(5.66)

The general expression of the wavelength λ within a ferrite material is

λ =
2π

β
=

2π


(k̂)
=

√
2c0

f
√|μ̇||ε̇| + (μ′ε′ − μ′′ε̃′′)

(5.67)

μ̇ and ε̇ are the complex relative permeability and permittivity of the material
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Figure 5.29: Simulation of the distribution of the magnetic field H along the
cross-section d of a slab for an excitation frequency of 100 kHz and ferrite grade
N30. The real part (a) and the imaginary part (b) of the field are plotted as a
function of the size of the slab and of the relative position 2x

d
.

respectively; these quantities are all frequency dependent. Since the permeabil-
ity μ̇ and the permittivity ε̇ depend on the frequency, then the wavelength λ
generally decreases for increasing frequency values. In addition, at high fre-
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Figure 5.30: Simulation of the distribution of the magnetic field H along the
cross-section d of a slab for an excitation frequency of 1 MHz and ferrite grade
N30. The real part (a) and the imaginary part (b) of the field are plotted as a
function of the size of the slab and of the relative position 2x

d
.

quency the distribution of the flux density B is not anymore uniform across the
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Figure 5.31: Wavelength λ of Ferrite N87 material

section of the core, because of the high values of μ̇ and ε̇ give rise to standing
electromagnetic waves within the ferrite. This is called dimensional resonance.
This latter is characterized by the observed permeability dropping to zero if
the smallest cross-sectional dimension of the core is λ/2 and since there is a
corresponding standing wave in the electric flux density D, the permittivity is
also affected by a similar dispersion. In addition, a peak in the magnetic loss
curve μ′′ and in the dielectric loss curve ε′′ occur about the resonance.

The solution for the magnetic field in the slab is given by

H(x) = H0
cos(jk̂x)

cos(jk̂ d
2
)

(5.68)

where k̂ is the propagation constant (5.61). According to (5.68) the field in the
slab for N30 ferrite grade and for 100 kHz and 1 MHz are shown in Fig.5.29
and Fig.5.30, respectively.

From the data of the measurements of the Ferrite N87 we computed the
value of the wavelength in function of the frequency, the result is represented
in Fig. 5.31.
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Let us define now the loss tangents that relate the real and complex parts
of the complex permittivity and permeability respectively:

tan δm =
μ′′

μ′ (5.69)

tan δe =
ε′′

ε′
(5.70)

In [?], Snelling states that if tan δm tan δe � 1 then dimensional resonance
will be observed. If tan δm tan δe 	 1 the material will not support standing
waves and there is no dimensional resonance. Instead the flux will be attenuated
as it is propagated through the cross-section and there will be a penetration
depth δ defined as:

δ =
1

α
=

1

�(k̂)
=

√
2c0

2πf
√|μ̇||ε̇| − (μ′ε′ − μ′′ε̃′′)

(5.71)

A description of such effects where λ and δ are a function of the complex wave
number k̂ is presented in [130].

From the data of the measurements of the Ferrite N87 we computed the
value of δ in function of the frequency, the result is represented in Fig. 5.32.

5.5.3 High Frequency Winding Resistance

The winding loss and hence the winding resistance increases at high frequency
because the current density J is not uniform in the cross-section of the con-
ductor, but the current lines are gathered only in part of it, and this is caused
by eddy-current effects. There are two kinds of eddy current effects: skin ef-
fect and proximity effect (see Figs. 2-3 in [145]). When an AC current flows
in a conductor, the current density decreases from the surface to the center of
the conductor and thus the power loss increases for higher frequency. This is
called skin effect. The proximity effect is similar but it is caused by a nearby
conductor. The current in the nearby conductor causes a time-varying field and
induces circulating currents inside the conductor [146]. Therefore the knowledge
of the spatial distribution of the extern magnetic field Hext caused by the cur-
rent flowing in the winding and the value of the magnetic field Hint internal at
the conductor are essential to quantify and determine the eddy currents-effects
hence the value of the resistance.
The value of the stray inductance Lσ is dependent on the energy stored in the
magnetic field H within the conductor and in the space between the conductors
(the presence of a magnetic material is not considered in this case). The stray
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Figure 5.32: Skin effect depth δ of Ferrite N87 material.

inductance and the AC resistance represent respectively the contributes con-
servative (Lσ) and dissipative (high-frequency resistance Rhf ) and of the same
phenomenon and therefore they are usually calculated at the same time.
The magnetic field H has a strong influence on the current density distribution
J. Hence the accurate determination of H is the first step for the calculation of
the high frequency winding resistance expression.
The determination of H is not an easy problem, especially in case of complex
core geometries.

At high frequency, the values of the winding resistance and of the leakage
inductance are strongly dependent on the magnetic component’s geometry and
operating frequency.
In particular, the dependency on the geometry can be better expressed in terms
of dependence on the shape and on the dimensions of the transformer or induc-
tor. In fact, according with the device’s shape, the field’s distribution can be
assumed one- dimensional (1-D), two-dimensional (2-D) or, for complex geome-
tries, three-dimensional (3-D). On the other side, the variation of the compo-
nent’s dimensions may generate a new problem even if the shape of the device
is not changed (re-scaling of the problem). Let us consider, for instance the case
of a toroidal shape, which can be solved with a 1-D approach [147] if the diam-
eter is large. However, for very small toroids such an approach is no more valid,
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and one should solve a 3-D problem [148]. The integration of the Maxwell’s
equations in order to derive the field for the particular geometry is therefore in
general not an easy task.
One of the earliest analytical derivation of the high frequency resistance, is the
well-know 1-D study case presented by Dowell in 1966 [149] who employed the
same approach of used in [150] by Bennett and Larson (1940) and in [151] by
Long (1945). Dowell studied in his paper the case of a pot transformer. Under
the assumptions of sinusoidal excitation and magnetic field parallel to the wind-
ings, he derived a binomial expression of the AC resistance, where the terms
account for the skin and proximity effect, respectively. Further assumptions in
Dowell’s paper: the transformation of the layer of conductors having circular
cross-section into an equivalent foil by introducing a porosity factor that has
been object of many argumentations [152, 153].
Moreover the edge effects are neglected by stretching the equivalent layer and
assigning it the same length of the window. In addition an extended experimen-
tal verification is presented [145].
Dowell’s formula is able to reliably predict the increased resistance in cylindri-
cal windings where the foil or layer thickness is less than 10% of the radius of
curvature. As mentioned by Hurley in [154], the formula has been utilized in
many application such as planar magnetics by Kassakian and Sullivan, matrix
transformer by Williams, toroidal inductors by Cheng, distributed air-gaps by
Evans and slot bound conductors by Hanselmann.
After Dowell’s work several articles have been published on the subject. Al-
though these papers cover a wide range of topics, they have as common aspect
the study of skin and proximity effects.

Jongsma (1978, 1986), develops an extensive algorithm for design of trans-
formers using an approssimation based on Dowell’s result.

Perry (1979), analyzes a general N-layer solenoid and derives power-loss
expressions for each layer.

Ventrakaman (1984), applies Dowell results to non sinusoidal excitation
using Fourier analysis.

Coonrod (1984), concentrates on the thermal effects of eddy-current losses
in transformers.

Carsten (1986), [155], normalizes Ventrakaman’s results using resistance of
a conductor one skin depth height.

Rosa (1986), presents an equivalent circuit model of a multiwinding trans-
former for low-frequency sinusoidal currents.

Vandelac and Ziogas (1987), [156], incorporate aspects of Dowell, Jongsma,
Carsten, and Ventrakaman to extend Perry’s analysis.

Sayani et al. (1991), [157] extend the Dowell’s approach to planar structures.
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Figure 5.33: Skin effect and proximity effect in round conductors.
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Keradec et al. (1991), [158], consider the modification of the field in a con-
ductor due to eddy current in adjacent conductors along the direction of the
field. The approximation does not account for the effect of the distance to con-
ductors in the other direction.

Ferreira (1994), [152], applies the well known Bessel function solution for
the field in a single isolated cylindrical conductor to get an expression for the ac
resistance of the m-layer by assuming a 1-D field inside the winding. Moreover
states that skin effect and proximity effect can be calculated separately due to
the orthogonality between them.

Odendaal (1997), [159] shows that the various 1-D solutions for the eddy
current distributions in a current carrying strip conductor with arbitrary field on
its surfaces are all equivalent and skin and proximity current distributions can
be decoupled as well. Furthermore, the structure can be analyzed by considering
the penetration of two electromagnetic wave sources.

Hurley et al. (2000), [154], presents a new formula for the optimum - respect
to ac losses due to nonsinusoidal excitation - foil or layer thickness, without the
need of Fourier coefficients and calculation at harmonic frequencies.

Wallmeier (2001), [160], faces the 1-D case of a gapped inductor by using
in the calculations the vector potential.

Robert et al. (2001), [161], propose a modified Dowell function based on
FEM results to extend the formula validity to the 2-D case.

Nan and Sullivan (2003), [146], follow Robert’s idea but propose a more
general formula valid for the 2-D case and achieve higher accuracy. The formula
is function of tabled coefficients.
To obtain the analytical expression of the winding resistance, one should derive
the AC current density J distribution in coil winding. This can be done in two
ways [162, 163].
A first method is to start from the Maxwell’s equation and derive the differential
equation for determining the current density J in the coil conductor is given by

∂2J

∂r2
+

1

r

∂J

∂r
− (jk2 +

1

r2
)J = −∂2J

∂z2
(5.72)

where r and z are the radial and axial components respectively, and k2 = jωσμ.
As mentioned, the result of this problem is a complex quantity, whose reactive
part is proportional to the stray inductance. Since only the current distribution
in the winding is considered, the resulting value of the leakage inductance will
be as much accurate, the larger the space filling factor of the inductor. The AC
resistance Rhf and the leakage inductance Lσ are therefore calculated together.
The AC resistance may be also derived by integrating the ordinal differential
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equation in the magnetic field H

∂2H

∂r2
+

1

r

∂H

∂r
− jωμ0σH = 0. (5.73)

The high frequency impedance of the winding of the current transformer shown
in Fig. 5.1 has been calculated and verified by FEM. The Dowell’s Formula
[149] has been used, where the coefficients are calculated for a round wire. The
impedance of one layer winding is provided by

Ẑw = RwdcA(1 + j) coth A(1 + j) (5.74)

where
Rwdc =

Nt�t

σcSt
(5.75)

is the winding DC-resistance, Nt is the number of turns, St the section of the
round wire, �t the turn length. The parameter A is provided by

A =
(π

4

) 3
4

√
d3

δ
√

t
(5.76)

where d is the conductor diameter, t is the distance between the centers of two
adjacent conductors and

δ =

√
1

πμ0σcf
(5.77)

is the skin depth of the wire. The effective winding resistance and leakage induc-
tance are therefore derived from the real and the imaginary part of the complex
function Ẑw:

Rw = �(Ẑw) = RwdcA

(
sinh 2A + sin 2A

cosh 2A − cos 2A

)
(5.78)

Lσ = 
(Ẑw) = Rwdc
A

2πf

(
sinh 2A − sin 2A

cosh 2A − cos 2A

)
(5.79)

This formula is dependent on the frequency, and on the geometry of the
device. The capacitive parasitic effects between turns and turns against the
core are neglected and hence the re-distribution of the current in the winding
due to the displacement current. These formulae are derived for a 1-D problem.
The Finite Element Analysis represents the only powerful method to solve in a
quite straightforward way complex 3-D problems. The influence of an air gap
on the AC resistance has been rarely faced in literature and could be studied
methodically by FEM.
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Figure 5.34: AC Winding Resistance: computed (line), simulated with FEM
(dots). The simulation parameters correspond to the gapped prototype shown
in Fig. 5.10.
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Figure 5.35: AC Winding Reactance: computed (line), simulated with FEM
(dots). The simulation parameters correspond to the gapped prototype shown
in Fig. 5.10.

5.5.4 Winding Losses

If a conductor is immersed in an alternating magnetic field, an electro motive
force (e.m.f.) will be induced in it and these will give rise to eddy currents and

175



CHAPTER 5. HF CHARACTERIZATION OF MAGNETIC COMPONENTS

x
d/

2
dx

b

l

tB ωsin=

Figure 5.36: Calculation of Eddy currents in a thin tape

associated power losses. The magnetic fields may be due to currents flowing in
other conductor or due to current flowing in the conductor in question. The
losses may be represented as an increase in resistance of the current-carrying
conductors above the value measured with direct current; this increase of resis-
tance becomes larger as the frequency increases.

A conductor which is part of a current-carrying winding will in general
experience the magnetic field due to its own alternating current (skin effect
Fig. 5.33a) and also the field due to all the other current-carrying conductors
in the vicinity (proximity effect Fig. 5.33b). These two contributions are added
together.

Skin effect may be virtually eliminated by using conductors consisting of
thin insulated strands composed so that individual strands wave cyclically from
the center of the conductor to the outside and back as they run along the length
of the conductor. Such a conductor is referred to as Litz wire; the stranding and
transposition makes the current density uniform. But skin effect is not usually
the most important form of eddy current loss in winding conductors. More
important is the second effect, called proximity effect, that is the eddy current
effect in a conductor due to the alternating field of other conductors in the
vicinity.

To calculate the power loss due to proximity effect we consider a thin tape
having width b and thickness d (cf. Fig. 5.36). An alternating magnetic flux
density B sin ωt is everywhere parallel to the plane of the tape. The e.m.f.
induced in a loop consisting of the two elementary laminate is given by

E =
2ωBxl√

2
(5.80)

The resistance of the elementary Eddy current circuit is given by

R =
2ρcl

bdx
(5.81)
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Therefore the power loss due to proximity effect is

dPpe =
E2

R
=

ω2B2x2lbdx

ρc
(5.82)

Ppe =
ω2B2lb

ρc

∫ d/2

0

x2dx =
ω2B2lbd3

24ρc
(5.83)

For a round conductor of diameter d:

Ppe =
πω2B2ld4

128ρc
(5.84)

If the transverse magnetic field is associated with a main current in the con-
ductor, the Eddy currents cause a distortion of the current density, enhancing it
on one side of the axis and diminishing it on the other (cf. Fig. 5.33b solid line).
At higher frequencies the associated current distribution becomes non-linear as
shown by the dotted line in Fig. 5.33b.

A reduction of the conductor diameter d will be very effective in reducing
proximity effect but, by itself, this reduction will rapidly increase the value of
Rdc and may result in a greater overall loss. The usual method of resolving
proximity effect is to use bunched conductors consisting of n insulated strands
of diameter d. At each end of winding the strands are soldered together; at low
frequency the conductor has an effective area of nπd2

4
. The conductor is twisted

so that, in its simplest form, each strand follows a helical path.

The total proximity effect loss in a winding consisting of a number of layers
of closely-wound round conductors (of total length l = Nlw) will be given by:

Ppe =
πω22B̄2ld4

128ρc
=

2π(ωμ0NI)2Nlwd4k

3 · 128ρcbw
2 (5.85)

where B̄2 is the average value of B2 and is B̄2 = 1
3
(μ0NI

bw
)2k and k is a constant.

The DC resistance of the same winding is:

Rdc =
4Nlwρc

πd2
(5.86)

and the power loss due to the DC resistance is

Pdc = I2Rdc =
4I2Nlwρc

πd2
(5.87)
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The total winding loss is

Ptot = Ppe + Pdc =
2π(ωμ0NI)2Nlwd4k

3 · 128ρcbw
2 +

4I2Nlwρc

πd2
. (5.88)

5.5.5 Losses in Magnetic Components

If an alternating magnetic field H is applied to a ferrite material the resulting
induction B is periodic. As the ferromagnetic domains show a certain inertia
to orient themselves along H, then B shows a delay with respect to H. The
relationship between the induction field and the magnetic field is defined by

B = μ̇H (5.89)

where the permeability μ̇ is a complex quantity. In addition μ̇, which is a func-
tion of the frequency, is generally a tensor since B and H are not necessarily
parallel and the negative imaginary part accounts for phase delay between B
and H:

μ̇ = μ0μr = μ0(μ
′
r(f) − jμ′′

r (f)) = μ′ − jμ′′ (5.90)

These considerations may be extended also to the relationship between the
complex electric displacement vector D and the complex electric field vector E,

D = ε̇E (5.91)

where a frequency dependent complex permittivity is introduced

ε̇ = ε0εr = ε0(ε
′
r(f) − jε′′r (f)) = ε′ − jε′′. (5.92)

The formulas of the losses affecting a ferrite core inductor or transformer may be
derived starting from the Maxwell’s equations where the magnetic permeability
and the dielectric permittivity are accounted as frequency-dependent complex
quantities. In addition, if the amplitude of the magnetic flux density in the core
is below its saturation limit and the exciting current waveform is sinusoidal,
then B, H, E and D can be treated as phasors having effective values. The
Maxwell’s equations in terms of phasors can be expressed as

rotH = J + jωD (5.93)
= σE + jωε̇E

= (σ + jωε̇)E

= σ̇E (5.94)
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rotE = −jωB = −jωμ̇H (5.95)

where J is the conduction current density, σ the conductivity of the core and
σ̇ = σ + jωε̇ its complex conductivity. The volume density of power loss due
to the electric field may be calculated as the real part of the complex power
E · (J + jωD)∗:

�{E · (J + jωD)∗} = �{E · (σ + jωε̇)∗E∗}
= �{E · (σ + ωε′′ − jωε′)E∗}
= �{(σ + ωε′′ − jωε′)E · E∗}
= (σ + ωε′′)E2 (5.96)

The quantities σE2 and ωε′′E2 represent, respectively, the eddy current loss
and the dielectric loss per unit of volume. In a similar way we can calculate the
loss due to the magnetic field: this quantity with opposite sign is the external
power done on the field [164] by the external e.m.f. which maintains the currents
and is provided by

�{−(−jωμ̇H) · H∗} = �{(jωμ′ + ωμ′′)H · H∗} = ωμ′′H2 (5.97)

This latter is the magnetic hysteresis loss density. All the frequency-dependent
contributions to iron loss are therefore:

Ph = 2πfμ0μ
′′
r (f)H2 (5.98)

Pc = σ(f)E2 (5.99)

Pd = 2πfε0ε
′′
r (f)E2 (5.100)

respectively due to the magnetic hysteresis, eddy currents and dielectric loss.
For the high frequency modelling of a ferrite core inductor or transformer one
can not neglect the effect of the losses, the knowledge of which becomes crucial
to predict with accuracy the frequency behavior of the components. The total
core loss can be written as the sum of these three losses: static hysteresis loss
Ph, classical eddy current loss Pc and the dielectric loss Pd.

Pυ = Ph + Pc + Pd (5.101)

This expression can be written in another manner considering static losses and
dynamic losses

Pυ = C1B
γ1
m + C2f

γ2 (5.102)

where Bm is the peak magnetic flux density, C1 and C2 are respectively coeffi-
cients of the static and dynamic losses.
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It is known, according to Snelling [?], that for B → 0 and f → 0 the total core
loss Pυ is different form zero. This is due to the fact that exist some residual
losses and they have to be insert in the incomplete equation (5.102), obtaining

Pυ = C1B
γ1
m + C2f

γ2 + C3. (5.103)

Simplifying this equation Steinmertz proposed a century ago a today well-known
and normally used empirical approach to calculate the power loss of ferrite
materials

Pυ = CmfαBβ
m (5.104)

where Cm, α and β are empirical parameters obtained from experimental mea-
surement under sinusoidal excitation. To estimate the power loss with nonsinu-
soidal excitation, a modified Steinmetz equation (MSE) was introduced

Pυ = (Cmfα−1
eq Bβ

m)fr (5.105)

where feq is the equivalent frequency of the nonsinusoidal induction waveform
and fr is the repeated frequency. Introducing the equivalent frequency, the MSE
provides a good approximation of experimental measurements under triangular
magnetization.

5.6 Conclusion

This chapter has presented a comprehensive high-frequency characterization of
a magnetic device. Having as the basis of the analysis the particular case-study
of a toroidal current sensor, the following characteristics have been studied in
detail over a wide frequency band:

1. winding impedance

2. core impedance

3. non linear flux distribution

4. transfer function of two port device

5. eddy currents effects.

This investigation of a gapped toroidal magnetic structure for a current sen-
sor dealt with its design, empirical characterization, parameter extraction and
modeling over a wide frequency bandwidth up to 30 MHz. In the current sens-
ing application, the Hall-effect sensor provides the low-frequency signal, whereas
current transformer action is utilized for the high frequencies. A winding ar-
rangement was presented which desensitizes the probe to the effects of external
magnetic fields. The complex permeability of the magnetic core material was
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measured and the non-linear behavior of the magnetic core was then modeled
using a permeance model, which also accounts for the core losses. The output
impedance was measured and all of the parameters associated with winding
stray capacitances, leakage impedance and high frequency winding resistance
were extracted for a lumped linear element equivalent circuit that could be
linked to the magnetic permeances model via two Tellegen gyrators. The re-
sults from these open circuit measurements were compared to simulated results
and good agreement was shown. A good agreement was also obtained between
the measured transimpedance gain of the current transformer and simulated
results. The influence of the load resistance in the secondary circuit on the
transimpedance gain was also investigated empirically and numerically.
The permeance model allows access to the flux rate and the MMF in parts of the
toroidal core, which provided further valuable information about the magnetic
behavior of the magnetic structure. Since a resistance element in the permeance
model represents magnetic losses (unlike the conventional magnetic reluctance
model where resistance represents energy storage), core losses could also be ex-
tracted using this method.
The modeling procedure for a gapped toroidal current sensor that is presented
herein demonstrates high accuracy for both the winding impedance and the
transimpedance gain. From a practical standpoint, accurate measurement of
the transfer function of a current transformer requires much more effort than
measuring only its winding impedance, and the characterization of a two port
device is generally more complicated than for a one port device. Since the wind-
ing impedance measurement and the characterization of the ferrite material
allows extraction of all the parameters of the equivalent circuit of the current
sensor electrically and magnetically, information about the transfer function of
the component can be derived without having to perform any further two port
measurements.
The upper bandwidth limit of the probe is mostly dependent on the winding
impedances, in particular the stray winding capacitances [165], and this was
also verified in simulations. The capacitive effects affect crucially the frequency
behavior of magnetic components and they cause frequency resonances. Since
there are different kinds of contributions to the self-capacitance and since there
is a broad literature on the electrostatic analysis of wound components, this
will be considered as an independent chapter in this Dissertation.





Chapter 6

Electrostatic Analysis of Wound
Ferrite Components

6.1 Introdudisc5cction

The electrostatic analysis of wound components has been a fascinating research
field since the beginning of last century when the study of the surge perfor-
mance of transformers became an increasingly crucial issue for predicting the
devices’ frequency behavior [166, 126]. As soon as wideband transformers be-
gan to appear in telecommunication systems in the 1940’s [167, 168], so fol-
lowed papers devoted to the frequency characterization of these magnetic com-
ponents [169] and, in particular, to the calculation of their self-capacitance
[170, 142, 171, 172, 173, 174]. The definition of a self-capacitance as a shunt
lumped-element in the equivalent circuit of the wire-wound component is a
very useful tool to justify and reproduce the first resonant frequency. How-
ever, the concept of self capacitance is well beyond any lumped-element circuit
theory since it is an attempt to circumvent transmission line effects on wound-
components when the current distribution begins to depart from its DC behav-
ior [175, 176]. Recently, procedures for calculating the capacitance have been
proposed for inductors [177], planar transformers [178, 179], magnetic compo-
nents within SMPS [180], high-frequency transformers [181, 182] and power
transformers [170, 142].
In this chapter, a comprehensive procedure for calculating the self-capacitance
of high-voltage transformers is presented and all the factors that dictate the
electrostatic behavior of these components are identified.
The high-voltage transformer has been selected as case-study, because its rel-
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atively complex architecture gives the possibility to analyze several possible
electric field configurations and to enrich the analysis of the stray capacitance
of wound components.
The typical application of high-voltage transformers is within isolated DC/DC
converters, where they step up the primary voltage and provide isolation [183].
For the high voltage transformer within a resonant DC/DC converter, where
the switching frequency can rise up to 500 kHz [184], the parasitic parameters,
in particular the self-capacitance, can heavily affect the performance of the con-
verter. This capacitance is responsible for unwanted resonances and oscillations
of the primary and secondary side currents, hence reducing the system’s effi-
ciency and reliability [185]. Thus the parasitics of the transformer, the leakage
inductance and the parallel stray capacitance, have to be determined. These
elements are usually used to form the resonant tank [186]. In order to predict
the performance of the resonant converter and to be able to use the parasitics of
the transformer as constitutive elements of the resonant circuit, the calculation
of the stray capacitance is a fundamental issue [187].

6.1.1 Calculation Approaches

The analytical approach was used instead of FEM analysis for two reasons:
firstly, in order to point out the physical relations of the electrostatics of wound
components; secondly, to provide a simple and fast design tool that allows
prediction rather than just reproduction of the capacitances. Moreover, the
dependence of the capacitance value on the geometrical parameters and on the
material properties is clearer when an analytical formulation of the problem is
considered. On the other hand, numerical tools such FEM are able to model
even complex structures and provide very accurate results, but at the cost
of long simulation and overhead time required to draw the model and to set
up the simulation parameters accurately. The FEM user might require some
further time to learn a specific software package. Moreover, it is a good practice
to verify the numerical results with another method, for instance an analytical
one. Analytical tools are then a good tradeoff between speed to acquire results
and their accuracy.

6.1.2 Assumptions

The main contributions to the self-capacitance in a high-voltage transformer
whose secondary winding is divided into several sections made out of different
layers of turns (cf. Fig. 6.3) are the following:

a) the turn-to-turn capacitance;
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Figure 6.1: Example of single layer, ferrite wounds components.

b) the layer-to-layer capacitance;

c) winding-to-magnetic core;

d) winding-to-electrostatic screen;

e) inter-winding interactions.

Although this chapter addresses calculation of the self-capacitance of step-up
transformers, the analysis and the calculation procedure have general validity
and the formulation can be adopted for other wound components.
The assumptions adopted herein for the calculation of the capacitance are:

a) Static electric field: the electric field E is independent of the magnetic in-
duction B. The displacement current ∂D/∂t is neglected, and the prob-
lem is thus algebraic and not differential; accordingly, the incremental
parasitic capacitance due to dynamic fields is neglected [188].

b) No distributed charge between the electrodes. The volume charge ρT is
neglected while only the surface charge σT is considered; this assumption
and the previous one lead one to consider the equivalent winding like its
DC or electrostatic equivalent.

c) Uniform voltage distribution along the turns (equal magnetic flux linked
to each turn) and all turns have the same length.
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Figure 6.2: Photograph of a high-voltage transformer.

6.2 Basic Cell for the Capacitance Calcula-
tion

6.2.1 Transformer Characteristics

The typical high-voltage transformer’s structure is depicted in Fig. 6.3. It is
comprised of an E or U ferrite core and solid or Litz wire windings. The primary
usually only has a few turns, realized by a foil conductor, while the secondary
presents a larger number of turns, arranged in layers and split into several
sections. The secondary coils are usually hosted within a dielectric coil-former
that keeps the required distance between the windings parts and guarantees
the electric breakdown limits with respect to the voltage level in operation.
A grounded electrostatic screen is usually inserted between the windings in
order to split and ground the interwinding capacitance. Furthermore, in order
to increase the step-up ratio, the transformers are often built with multiple
secondary windings, which are then series connected.
The three decisive factors that mainly affect the value of the self-capacitance

186



6.2. BASIC CELL FOR THE CAPACITANCE CALCULATION

B C D EA

F

G

H J

Figure 6.3: Cross section of a high-voltage transformer. A: central axis of
the transformer (cylindrical symmetry); B: insulating cylindrical coil-former for
the primary winding; C: primary winding realized with a foil conductor and
outer electrostatic screen; D: coil-former for the secondary winding divided in
sections; E: section made out of several layers of turns. F: width of the primary;
G: section’s width; H: magnetic core’s leg radius; J: air-gap between windings.

are:

a) the dielectric constant of the insulating materials interposed between the
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α = 0°
a) b)α = 30°

Figure 6.4: Arrangements of turns: (a) conductors aligned and (b) orthocyclic
or hexagonal turns grid.

conductors;

b) the geometry, i.e. diameter and dimension of the energized conductor,
and the mutual spacing between wires and their distance to the screen or
to the core;

c) the winding arrangement and the strategy of connecting the different
winding sections, which affect the distribution of the potential within
each winding and between different windings and thus the amount of
electrostatic energy stored (cf. Fig. 6.4).

6.2.2 Single-Turn Capacitance

Whenever an energized wire is in the proximity of another wire or of a ground
plane, the electric field lines leaving the wire terminate on the surrounding con-
ductors and they are distributed in the space such that the Laplace’s equation

∇2ϕ = 0

is satisfied.
The turn-to-turn capacitance or the turn-to-ground (core or screen) capacitance
are the elementary cells for the analysis of the electrostatic behavior of a wound
component. For a cell constituted by two turns, the two conductors represent
the electrodes and the electric field lines are distributed within the interposed
dielectric and air. The wire can be solid or composed by several twisted strands.
In this latter case, if tw and tL indicate the outer insulation thickness and the
coating of each strand respectively (cf. Fig. 6.5a), then the equivalent dielectric

188



6.2. BASIC CELL FOR THE CAPACITANCE CALCULATION

tL

tw

teq

dedi

a) b)

Figure 6.5: Cross-section of a Litz wire (a). To determine the equivalent iso-
lation (b), the outer and the inner coating are considered as an equivalent
dielectric of thickness teq and permittivity εeq.

constant εeq for a Litz wire is given by

εeq =
εwεL(tw + tL)

εLtw + εwtL
(6.1)

where εw and εL are the dielectric constants of the outer insulation and of
the coating of each strand respectively. The equivalent insulation thickness is
provided by:

teq = tw + tL. (6.2)

If the diameter dL of each strand of a Litz wire is known, the outer diameter
of the wire can be calculated as:

de = dL

√
4Ns

π
(6.3)

where Ns is the number of strands [189].
In order to calculate the capacitance, it is first necessary to derive the electric
field distribution, given the potential field ϕ (boundary conditions). For the
elementary cell, such as the one depicted in Fig. 6.6a, the electric field E along
an electric flux line lPQ is given by∫ Q

P

E · dl = ΔϕPQ (6.4)

where ΔϕPQ is the voltage difference between the two points. Once that E is
calculated, the value of the corresponding capacitance C can be derived from
the electrostatic energy stored in the volume Vol between the conductors,

C =
1

Δϕ2

∫
V ol

εeqE
2dv. (6.5)
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Accordingly, the expression of the capacitance per unit of length for a single
wire of circular cross-section, uniformly charged, is given by

Ct = ε0εeq
2π

ln
(

de
di

) (6.6)

where ε0 = 8.854 pF/m is the air permittivity, εeq is provided by (6.1), di and
de are the inner and outer diameters (cf. Fig.6.5b), respectively.

6.2.3 Basic Cell: Turn-to-Turn Capacitance

Equation (6.6) overestimates the value of the capacitance between two conduc-
tors because it is derived under the assumption that the charge is uniformly
distributed over the surface of the conductor. In a real system, however, the
charge tends to gather along portions of turns that are closest to neighboring
turns. Therefore, in order to take into account a more realistic charge distri-
bution, the electric field between two wires can be derived considering field
integration paths closer to the actual electric flux lines configuration. With this
in mind, one can suppose either that the electric field lines remain radial until
they reach the surface of the adjacent turn (cf. Fig 6.6a) or that they follow the
shorter path in the air-gap between the turns (cf. Fig. 6.6b).

These two problems have already been faced by Koch [190] and Massarini
[177], respectively. The calculation of the turn-to-turn capacitance correspond-
ing to the configuration in Fig. 6.6a leads to

Ctt,K = 2ε0

(
mL +

2teq

εeqd2
e

(de − teq)mD

)
, (6.7)

where the coefficients mL and mD are given respectively by

mL =

∫ π
6

0

1
2 −

(
sin2 θ + cos θ

√
cos2 θ − 3

4

)
[
cos θ −

(
1 − 2teq

εeqde

) (
1
2 +

√
cos2 θ − 3

4

)] 2 dθ,

mD =

∫ π
6

0

sin2 θ + cos θ
√

cos2 θ − 3
4[

cos θ −
(
1 − 2teq

εeqde

) (
1
2 +

√
cos2 θ − 3

4

)] 2 dθ.

If a three piecewise-linear path is considered, as illustrated in Fig. 6.6b, then
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Figure 6.6: Basic cells for the calculation of the turn-to-turn capacitance.
According to Koch’s approach, (a) the electric field lines are assumed radial,
until they reach the surface of the adjacent turn, [190]. The integration path
proposed by Massarini [177] is shown in (b): the electric field lines follow the
shorter path in the air-gap between two adjacent turns.

the resulting capacitance (per unit of length) is given by

Ctt,M = εeqθ
∗ ln−1

(
de

di

)
+ ε0 cot

θ∗

2
− ε0 cot

π

12
(6.8)

where
θ∗ = arccos

(
1 − 1

εeq
ln

(
de

di

))
.
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a) b)
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´ ´

Figure 6.7: (a) Wire to conductive-plane capacitance calculable with the
method of images. (b) The properties of the core can be included in the model
as a lossy capacitance or (c) as series resistors to the core [191].

6.3 Influence of the Core on the Electric Field
Distribution

The simplest winding arrangement is constituted by a single-layer coil wrapped
around the magnetic core. In this configuration, the electric flux lines leaving
each turn terminate on the adjacent turns and on the core. The latter usually
consists of a ferrite material with a certain conductivity σ. The assumption of
considering the core as an ideal conductor is useful to calculate the value of the
capacitance against the core. The method of images can be used [177] and the
formulas for the turn-to-turn capacitance derived in the previous section can be
applied (cf. Fig. 6.7a). However, in order to predict the frequency behavior of
the systems, it is opportune to include the resistance of the core in the model
(cf. Fig. 6.7b).
An example of frequency analysis of ferrite wound components is in [191]. There,
it is shown how the equivalent core resistance is responsible for the consider-
able damping of the frequency resonance peaks due to the self capacitance and
leakage inductance of the winding.

Thus, in order to verify the impact of the core resistivity on the transformer’s
frequency behavior, the parameters of ferrite material of grade N87 [132] of the
transformers cores analyzed in the experimental part of this work, have been
extracted. For this reason, a ferrite sample between two electrodes has been
considered to be a lossy capacitor [?], and the complex permittivity

ε̇ = ε0εr = ε0(ε
′ − jε′′) (6.9)

describes the relationship between the electrical field, E, within the material
and the electric flux density D = ε̇ E. The real part of the complex permittivity,
ε′, accounts for the electrical energy stored in the dielectric material while the
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ta

h

b a)

Gp Cp

b)

Figure 6.8: (a) Sample shape for measuring the dielectric and conductive
properties of ferrite and (b) its equivalent circuit. The parallel capacitance Cp

and dielectric loss factor tan δε (or D) of a thin ferrite slab for N87 ferrite,
having dimensions of 8 mm × 8 mm × 1.52 mm, have been measured using the
AGILENT A294A dielectric test fixture.

imaginary part, ε′′, accounts for the conduction losses.

The AGILENT A294A test fixture has been used for measuring the dielec-
tric characteristic of the material. The calibration procedure, outlined in the
AGILENT A294A manual [192] as well as the sample preparation and size re-
strictions are the main issues of concern in measuring the ferrite electrical char-
acteristics. The sample has the geometry depicted in Fig. 6.7a and its equivalent
circuit used for extracting the material parameters is in Fig. 6.7b.

The ferrite sample is assumed as an ideal parallel-plate capacitor and the
calculation of capacitance is performed assuming that the plates that bound
the material sample are equipotential surfaces. This assumption is rigorous at
DC since the conductive plates cannot support a voltage difference under static
conditions. However, under AC excitation it is possible that the conductive
plates are not equipotential and consequently also the electric field is not uni-
form within the sample cross-section and the electric flux density is similarly
non-uniform. In order to measure the true material constants, the sample should
have a minimum cross-sectional dimension that is a small fraction of the wave-
length over the entire frequency range of interest . The tests have been carried
out using a tiny slab of material N87 of dimensions 8 mm × 8 mm × 1.52 mm
with the electrodes plated onto opposite 8 mm × 1.52 mm faces [193]. The
capacitive admittance of each thin plate, whose expression is given by

Yp = Gp + jωCp (6.10)

is measured using an AGILENT A294A precision impedance analyzer with its
dielectric test fixture. The fixture of the impedance analyzer provides both a
guarded and an unguarded electrode where the unguarded electrode is intended
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Figure 6.9: Frequency plot of the real and imaginary parts ε′ and ε′′ of the
complex relative permittivity and of the conductivity σ for N87 ferrite at 25◦C.

to minimize the effects of fringing near the edges of the guarded electrode. The
measured capacitive reactance is used to derive the frequency-dependent real
part of the relative permittivity as follows

ε′ =
h

ε0tab
Cp(f). (6.11)

The measured dielectric loss factor, tan δε, defined as

tan δε =
ε′′

ε′
=

Gp

ωCp
=

σtab
h

ω ε0ε′tab
h

=
σ

ωε0ε′
(6.12)

provides information on both dielectric and ohmic losses, that cannot be em-
pirically split. Actually, the former are dependent on the lossy component of
the dielectric constant, ε′′r , while the latter on the conductivity of the ferrite.
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Figure 6.10: The damping effect of the resistors across the winding’s turns is
equivalent to the damping effect of the core resistance in wound ferrite compo-
nents.

The imaginary part of the permittivity and the equivalent conductivity σ of the
ferrite are given by

ε′′ = tan δεε
′ (6.13)

σ = ω tan δεε0ε
′ = ωε0ε

′′ (6.14)

The frequency plot of ferrite parameters (ε′, ε′′, σ) is shown in Fig. 6.9. The
conductivity assumes a large value over all the considered frequency band [100
kHz - 100 MHz] that is of interest for practical applications. The damping of the
frequency resonances peaks and the larger values of the winding impedance over
all the frequency bandwidth are due to the large value of the core resistivity,
1/σ, that leads to a value of the core resistance Rε of some kΩ (cf. Fig. 6.7b).
In particular, these effects are more relevant when the coil is directly wrapped
on the core, such as the primary winding (cf. Fig. 6.3), but are negligible when
the winding is far from the core or a screen is interposed between the core and
the winding.
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Ctt

Cts

A B

Figure 6.11: Equivalent capacitance network for a single layer coil with a
shield or core.

6.4 Capacitance of the Secondary Winding

6.4.1 Single Layer Capacitance

If the presence of a screen or core is considered, and if the capacitance between
two nonadjacent turns is neglected, then the resulting equivalent network repre-
senting the distributed capacitances between adjacent turns, Ctt, and towards
the screen, Cts, can be seen as depicted in Fig. 6.11. In the simplest case, if
the screen or core is distant from the coil or even absent (air-coil), the resulting
capacitance CAB across the terminals A − B is given by

CAB =
Ctt

nt − 1
(6.15)

where nt is the number of turns. For the configuration depicted in Fig. 6.11,
the resulting capacitance across the terminals is given by

CAB(nt) =
Ctt

2 + Ctt
CAB(nt−2)

+ Ctt (6.16)

assuming the capacitance to shield Cts is two times larger than the capacitance
Ctt by virtue of the images method (cf. Fig. 6.7a). Equations (6.15) and (6.16)
have already been proposed in [177] and [194]. There, the capacitance CAB

depends inversely (6.15) and asymptotically, (6.16) on the number of turns,
nt. Both formulas provide good approximations of the self-capacitance if there
are only a few turns or they are well spaced (cf. d1 Fig. 6.12a). In the case of
many turns, tightly wrapped around the core, the influence of the capacitive
coupling between nonadjacent turns cannot be neglected and the dependence of
CAB on nt is better expressed by a linear relationship [195], i.e. the capacitance
increases linearly for increasing number of turns. Fig. 6.12b shows the relation-
ship between the number of turns nt and the measured capacitance CAB for
two different coils made with wire having a diameter of 0.5 mm with insulation
thickness of 33 μm and magnetic cores, E47 and E98, of ferrite grade N87. For
both cases the following behavior has been empirically registered. As long as the
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Figure 6.12: Empirical verification of the dependence of the self capacitance of
a single layer on the spacing between turns. a) Different spacing between turns
d1 ... d5, b) measured self-capacitance of a coil made out of a wire having a di-
ameter of 0.5 mm and insulation thickness of 33 μm wound around two different
cores, E47 and E98. nt is the number of turns. c) The electrostatic interactions
between nonadjacent turns cannot be neglected for the configurations d4 and
d5.

turns are wound uniformly, each turn close to the next one, a linear dependence
of CAB on nt is observed (cf. d2 and d3 Fig. 6.12a). In particular, the values of
the capacitance measured for the two coils are nearly the same for fewer turns

197



CHAPTER 6. ELECTROSTATIC ANALYSIS OF WOUND FERRITE COMPONENTS

Table 6.1: Measured and Calculated Winding Capacitance [pF]
Measured Calculated with (6.7) Calculated with (6.8)

Tr # 1 3.84 3.12 3.35
Tr # 2 4.84 4.22 4.47

(cf. Fig. 6.12) because the cores have been wound with the same wire, although
the E47 core had a further insulating coating with respect to the E98 core. For
a larger nt, the space between turns becomes tight, the turns start to overlap
(cf. d4 Fig. 6.12a) and a sudden increase of the capacitance CAB is observed.
This is because the electrostatic interaction between nonadjacent turns becomes
stronger (cf. Fig. 6.12c). As soon as the second layer begins to grow (cf. d5 Fig.
6.12a), the dependence of CAB on nt is again linear and less steep, and the trend
is the same as that registered for the first layer. This kind of dependence of CAB

on nt can also be observed with more layers. It should be noted that the mea-
surement in Fig. 6.12 could also have been equivalently realized by keeping the
number of turns nt constant while varying the mutual arrangement of the turns.

6.4.2 Layer-to-Layer Capacitance

Starting from the value of Ctt provided by (6.7) or (6.8) one can calculate the
value of the capacitance between two layers of turns, then of a section of the
winding constituted by z layers, and finally of the whole winding made out
of q sections (cf. Fig. 6.3). Toward this aim the following formulas provide a
good assessment of these capacitances [170]. The layer-to-layer capacitance Cll

is given by

Cll =
nt(nt + 1)(2nt + 1)

6n2
t

lCtt (6.17)

where l is the average length of a turn. Then the capacitance Cs of a section is
provided by

Cs = Cll(z − 1)

(
2

z

)2

. (6.18)

Finally, for the overall winding, constituted by q sections, the capacitance is:

Cw =
Cs

q
. (6.19)

Tab. 6.4.2 shows the calculated values of the secondary winding capacitances
of transformers # 1 and # 2 whose specifications are given in Tabs. 6.2-6.3.
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The use of (6.17) for calculating the layer-to-layer capacitance implies the cal-
culation of the turn-to-turn capacitance Ctt by means of (6.7) or (6.8). This
computational effort is worthwhile if the number of turns < 10 for layer, but for
a larger number of turns it is convenient to use simpler formulas for calculating
the capacitances. The winding structure can be modeled as a coaxial cylindrical
capacitor, or if the curvature radius r is large (cf. Fig. 6.13), of a parallel plate
capacitor:

Cll = ε0εr
2πw

ln
(
1 + d

r

) r→∞−→ Cll = ε0εr
2πrw

d
(6.20)

where w is the width of the layer, or the breath of each section. Equation (6.20)
is valid for a large number of turns with axial symmetry. For only a few spaced
turns the calculation of Ctt by means of (6.7) or (6.8) has to be the basis for
deriving the self-capacitance.
The value of the distance d between two wires of different layers plays a decisive
role in the calculation of the capacitance. In general d is not provided by two
times the insulation thickness (cf. Fig 6.5), as one can easily and erroneously
assume, but it is opportune to use an empirical formula [170] that accounts for
the actual mutual position between wires, that are usually not perfectly aligned.

d = 1.26 · de − 1.15 · di (6.21)

where de and di are external and internal wire diameters respectively (cf. Fig.
6.5). Equation (6.21) should provide the length of the average electric flux line
between two conductors rather than the insulation thickness. If the conductors
are distant or the insulation is thick, then the actual distribution of electric
flux lines can be more complex than the ones sketched in Fig. 6.6. Accurate
information on the wire’s characteristics, such as its insulation thickness and
its cross-section, is very important in order to have a good assessment of the
equivalent distance d and hence to reduce the error in the final calculation of
the capacitance.
The expressions of the static capacitance Cll (6.20) are derived under the

assumption of uniform charge distribution over the conductors of each layer
disconnected (cf. Fig. 6.13). However, according to the connection among ter-
minals of adjacent layers, i.e. the winding strategy, the potential distribution
along the turns varies and consequently so does the value of the layer-to-layer
capacitance.
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Figure 6.13: Representation of two adjacent layers or single-layer windings.

6.4.3 Effect of the Connection Between Adjacent Lay-
ers

An interesting way to derive the value of the equivalent capacitance when dif-
ferent connections of the layers are considered, is provided by the Principle
of Virtual Work (PVW) ([196], p. 460). If U is the voltage difference between
two layers, as those depicted in Fig. 6.13, then the corresponding electrostatic
energy Wε stored between the layers is given by

Wε =
1

2

∫
V ol

D · Edv =
1

2
CllU

2 (6.22)
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Consider the two possible connections between two adjacent layers, i.e. layers
wound in opposite directions (cf. Fig. 6.14a) or in the same direction (cf. Fig.
6.14c).
According to the PVW, the stored electrostatic energy can be calculated by
realizing that no matter what process is used to assembly the system, the final
configuration (d and w) and the voltage distribution are the same. For the
connection as in Fig. 6.14a, that provides the equivalent voltage distribution
shown in Fig. 6.14b, the electric field is given by

E(x) =
U

d

x

w
(6.23)

and the electrostatic energy stored corresponding to this configuration is given
by

Wε =
1

2

∫
V ol

εE2(x)dv

=
1

2
εld

w

d2

U2

3
=

1

2

Cll

3
U2

=
1

2
CeqU

2 (6.24)

where ε is the equivalent dielectric constant of the media interposed between
the layers, l the average turn length and Cll is the static interlayer capacitance,
(6.20). For the connection in Fig. 6.14c, which provides the equivalent voltage
distribution shown in Fig. 6.14d, the electric field and the corresponding stored
energy can be derived with the same procedure and are given respectively by

E(x) =
U

2d
(6.25)

and

Wε =
1

2

Cll

4
U2

=
1

2
C′

eqU
2 (6.26)

Thus layers wound in the same direction show a lower equivalent capacitance
C′

eq than the capacitance Ceq of layers wound in opposite direction and this is
due to the different potential distribution corresponding to the two configura-
tions.
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Figure 6.14: Voltage distribution in dependence on the layers connection. Lay-
ers wound in opposite direction, (a), and (b) equivalent potential distribution.
Layers wound in the same direction, (c), and (d) equivalent potential distribu-
tion. The terminal a is grounded.

6.4.4 Effect of the Voltage Ratio and Spacing Be-
tween Adjacent Layers

The voltage difference between adjacent layers or windings affects the value of
the static capacitance. In Fig. 6.13 the ports AB and ab of two adjacent layers
are shown. If the voltages Uab and UAB or UAa and UBb are known, the value
of the capacitance at one port can be expressed by:

C =
Cll

3U2
ref

(UAa + UBb)
2 − UAaUBb� (6.27)

where Cll indicates the static layer-to-layer capacitance and Uref is a reference
voltage [142]. Lets now assume the connection shown in Fig. 6.15a of the two
coils, a sketch of which is depicted in Fig. 6.13. If the voltage UAB = Uab/n is
taken as reference voltage for the calculation of the capacitance at the terminals
AB according to (6.27), the capacitance CAB shown in Fig. 6.15.a is provided
by

CAB =
Cll

3
(n − 1)2. (6.28)

where n indicates the voltage ratio. Equation (6.27) is derived under the as-
sumption of potential variation only between the layers. If the variation of the
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Figure 6.15: (a) Equivalent capacitance CAB of two coils wound in oppo-
site direction, with voltage ratio n=Uab/UAB and one terminal grounded. (b)
Lumped capacitances C1, C2 and C3 associated with a 2-D distribution of the
electric field for the configuration depicted in Fig. 6.13.

voltage within the same layer of turns is considered as well, then the electric
field has two components (Ex, Ey) rather than just Ex, as assumed so far. The
equivalent circuit in Fig. 6.15b shows the six capacitances, of which two are
linearly independent, that are associated with a two-dimensional (2-D) electric
field distribution for the winding architecture shown in Fig. 6.13. Such a field
distribution is strongly dependent on the the distance d between adjacent lay-
ers; accordingly, the assumption of 2-D electric field distribution is more valid
the larger the distance d. It can be easily proven [197], that these capacitances
assume the following values:

C1 = −Cll
6

(
1 − 2 d2

w2

)
C2 = +Cll

3

(
1 − d2

2w2

)
C3 = +Cll

6

(
1 + d2

w2

) (6.29)

The equivalent capacitance CAB of the two port system corresponding to the
connection shown in Fig. 6.15b, under the assumption of 2-D electric field dis-
tribution, is provided by:

CAB = (C1 + C3)(1 + n2) + C2(1 − n)2. (6.30)

By substituting the values (6.29) into (6.30), the capacitance CAB becomes a
function of the static interlayer capacitance Cll and of the geometric parameters
d and w:

CAB =
Cll

3
(1 − n)2 +

d2

3w2
Cll(1 + n + n2). (6.31)
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Figure 6.16: The screen of a Pearson current transformer is gapped, to avoid
a magnetic short circuit.

If the equivalent distance d (6.21) between two adjacent layers is small com-
pared to the width w of each layer (cf. Fig. 6.13), then the equation (6.31),
derived under the assumption of 2-D electric field distribution, can be simpli-
fied to (6.28). This equation corresponds to 1-D field distribution.

6.5 Capacitance towards Screen

The capacitance against the screen is due to the electric energy stored in the
gap between the secondary winding and the screen. For this calculation, it is
assumed that only the lower layers of the sections contribute to the capacitance,
since the electric field between the screen and layers in front of the screen pro-
vides the major contribution to the electrostatic energy stored. The distribution
of the voltage U across a coil of q sections and z layers per section is shown
in Fig. 6.19. The energy stored between each section and the screen is calcu-
lated in a similar fashion as in [142] and then all contributions can be summed
up to provide the total energy stored between the screen and the conductive
layer opposite to the screen. Hence the resulting layer-to-screen capacitance Cls
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Figure 6.17: Effect of the screen on the field in the transformer window. The
magnetic field results reduced.

assumes the following expression:

Cls =

q∑
i=1

Cls,i
1

q2z2

(
3z2(i − 1)2 + 3z(i − 1) + 1

3

)
(6.32)
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without screen

with Screen

Figure 6.18: Measured effect of the screen on the field in the transformer
window.

where Cls,i is the static capacitance between each section of width w and the
screen, which can be calculated in a similar fashion as (6.20). For a large number
of sections q, the previous formula (6.32) can be simplified into

Cls =
Cls,iq

3
(6.33)

where the capacitance Cls,i between each section and the screen can be assumed
equal for all the sections, if the width w is the same for all sections (cf. Fig.
6.19). A good approximation for Cls,i (per unit of length) is given by

Cls,i = εeqs
2πw

ln
(
1 + ds

a

) (6.34)

where εeqs is the equivalent dielectric constant that accounts for the properties
of the insulation of the wires faced to the screen and the air between the layer
and screen. The parameter a is the radial distance of the screen from the central
axis (cf. Fig. 6.3) and ds is the distance of the secondary from the screen (cf.
Fig. 6.19).
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Figure 6.19: Distribution of the voltage U across a coil of q=5 sections and z
layers per section; d indicates the inter-layer distance while ds is the distance
between the inner layers and the screen.

Table 6.2: Technical Specifications of the Transformer #1 with ER98 Core
used for the Experimental Validation

Outer diameter of secondary
wire

de max 0.472 mm

Insulation thickness h 20 μm
Dielectric constant of insulation ε 3.55
Number of turns per layer nt 5
Number of layers z 10
Number of sections q 5
Average turn length l 2π · 26 mm
Breath of each section w 2.5 mm
Distance from screen ds 8 mm
Distance screen from axis a 15.5 mm
Breath of screen L 52 mm

6.6 Experimental Results

In order to verify the consistency of the procedure for calculating the self-
capacitance, measurements and calculations have been performed for three dif-
ferent transformers architectures. The high-voltage transformers possess the
same construction characteristics (cf. Fig. 6.3) but different numbers of layers,
sections and winding arrangements. The geometrical features of the transform-
ers and the properties of the windings are shown in Tabs. 6.2-6.4.
If one refers all the contributions to the self-capacitance to primary side of the
transformer, the capacitances of the secondary windings and the capacitances
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Table 6.3: Technical Specifications of the Transformer # 2 with 72/65/39 Core
used for the Experimental Validation

Outer diameter of secondary
wire

de max 0.297 mm

Insulation thickness h 16 μm
Dielectric constant of insulation ε 3.55
Number of turns per layer nt 27
Number of layers z 5
Number of sections q 11
Average turn length l 2π · 31.7 mm
Breath of each section w 4 mm
Distance from screen ds 10.9 mm
Distance screen from axis a 18.5 mm
Breath of screen L 81 mm

Table 6.4: Technical Specifications of the Transformer # 3 with U 93/76/20
Core used for the Experimental Validation

Outer diameter of secondary
wire

de max 0.194 mm

Insulation thickness h 11.5 μm
Dielectric constant of insulation ε 3.55
Number of turns per layer nt 26
Number of layers z 20
Number of sections q 5
Average turn length l 2π · 40 mm
Breath of each section w 5 mm
Distance from screen ds 15 mm
Distance screen from axis a 21.5 mm
Breath of screen L 41 mm

between secondary windings and screen have to be multiplied by a factor n2,
where n is the transformer turns ratio (very large for step-up transformers)
[197]. In light of this, the contribution of the primary and the inter-windings
mutual capacitances (between primary and secondary) to the equivalent capac-
itance can be considered negligible.

The secondary winding impedance has been measured with an Agilent
A294A impedance analyzer for the following two conditions. The measurement
was first performed without the screen and the magnetic core. In this case the
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a)

b)

Figure 6.20: Measured self-capacitance of the secondary winding for the trans-
former # 1 without the screen and the core (a) and measured self-capacitance
for the system comprising of the screen and the core (b).

value of the first parallel-resonance frequency fp, given by

fp =
1

2π
√

LC
(6.35)

is shifted to higher frequencies than for the cored system since the magnetizing
inductance L without the core assumes a lower value. Secondly, the impedance
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a)

b)

Figure 6.21: Measured self-capacitance of the secondary winding for the trans-
former # 2 without the screen and the core (a) and measured self-capacitance
for the system comprising of the screen and the core (b).

was measured for the system comprising of the core and the screen (cf. Fig.
6.22). The measurement realized without the core and screen provides the self-
capacitance of the winding while the measurement performed with connected
screen and winding gives the total capacitance, i.e. the sum of the winding
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a)

b)

Figure 6.22: Measured self-capacitance of the secondary winding for the trans-
former # 3 without the screen and the core (a) and measured self-capacitance
for the system comprising of the screen and the core (b).

self-capacitance and the capacitance to the screen. From these latter two mea-
surements, the capacitance towards the screen was calculated as the difference.
Both measurements with and without core showed that the stray capacitance
towards the core can be neglected since the screen is interposed between wind-
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a) b)

c) d)

Figure 6.23: Connections of the secondary winding’s terminals adopted during
the impedance measurement for transformers # 1, (a) and (b), and transformers
# 2 and # 3, (c) and (d), respectively.

ings and core for these transformer architectures.
The connections of the secondary winding’s terminal adopted during the im-
pedance measurements for the transformers # 1 is shown in Fig. 6.23a-b. This
transformer has two secondary windings that are series connected in operation,
with one terminal connected to the screen and grounded. Transformers # 2
and # 3 have only one secondary winding, with one terminal grounded and
connected to the screen in normal operation (cf. Fig. 6.23c-d).

Tab. 6.5 shows the experimental and analytical results obtained for the three
transformers. The winding self-capacitance has been calculated by substituting
the formulas (6.20) into (6.18) and (6.19) and considering (6.24) or (6.26) ac-
cording to the type of connection of the layers. The capacitance against the
screen was calculated with equations (6.32), (6.33) and (6.34). For the trans-
former # 1 having two secondary windings, one of the secondaries has been
short circuited during the measurement, to avoid the magnetic coupling be-
tween the two secondaries; moreover, the total self-capacitance is given by the
sum of two times the winding self-capacitance and the capacitance to the screen.
From Tab. 6.5 it is evident that the relative error between calculated and mea-
sured self-capacitance is constant. The parameter that mostly affects the cal-
culation of the winding self capacitance is the equivalent distance d between
wires (6.21). Furthermore, the analytical results have been obtained assuming
that the turns of each layer are aligned as shown in Fig. 6.4a. If the conductors
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Table 6.5: Experimental Results [pF]

Transformer # 1

Calculated Measured Error (%)
Self-capacitance of secondary
winding (2 Secondaries)

3.15 3.84 −17.97

Self-capacitance towards
screen

8.06 9.96 −19.08

Total self-capacitance 14.36 17.64 −18.59

Transformer # 2

Calculated Measured Error (%)
Self-capacitance of secondary
winding

3.97 4.84 −17.98

Self-capacitance towards
screen

10.84 13.26 −18.25

Total self-capacitance 14.81 18.10 −18.18

Transformer # 3

Calculated Measured Error (%)
Self-capacitance of secondary
winding

10.47 12.80 −18.20

Self-capacitance towards
screen

4.75 5.84 −18.66

Total self-capacitance 15.22 18.64 −18.35

were orthocyclic, as shown in Fig. 6.4b, the value of the static DC capacitance
is two times the value obtained for aligned conductors [?].
The capacitance value is therefore between two case limits with dependence
on the the winding arrangement: lowest capacitance value for turns aligned
and highest capacitance value for an orthocyclic packing. Since the aligned
turns condition was assumed, then the results shown in Tab. 6.5 correspond
to minimum capacitance values; the same assumption has been done for the
calculation presented in Tab. 6.4.2. A correct assessment of the mutual position
of the turns can reduce the calculation error. For the transformers considered,
the turns within each section of the windings are not exactly aligned but they
are as well not orthocyclically placed. A correcting factor k, defined as

1 < k < 2 (6.36)

can be introduced and used to take into account the mutual position of the turns
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within a section. It was estimated between 1.1 and 1.3 for these transformers
and this can be assessed depending on the angle α shown in Fig. 6.4. This
factor, once multiplied by the calculated capacitance value, would compensate
the calculation error.
The calculation of the capacitance due to screen is also affected by an error
of −18 % and this is due to the simplification made of modelling the static
DC capacitance between winding and screen as an ideal cylindrical capacitor.
This approximation is accurate if the secondary winding is divided into several
sections with the same characteristics (6.33).

6.7 Conclusion

This chapter presented a comprehensive procedure for calculating the self-
capacitance of high-voltage transformers. Such transformers usually find appli-
cation within isolated DC/DC converters where the transformer’s self-capacitance
and leakage inductance are used as elements of the resonant tank.
The analytical approach was selected over the FEM approach because there is
a good tradeoff between speed in acquiring the results and their accuracy. The
proposed procedure of calculation is based on a physical approach and equations
for calculating the turn-to-turn, interlayer, section’s and winding capacitances,
respectively, were explained.
The approach and formulas presented in this chapter can be used for wound
components other than just step-up transformers. The influence of the core on
the electric field distribution was analyzed and the dielectric characteristics of
N87 ferrite grade extracted. Including the core’s resistance in the equivalent
circuit of the winding is important to correctly reproduce the frequency behav-
ior. Moreover, the dependence of the value of a single layer capacitance on the
number of turns was shown.
The two factors that are responsible for the error in the calculation are: the
distance d between layers and the turns arrangement, either aligned or ortho-
cyclic.
The principle of virtual work was used to show how different potential distribu-
tions influence the value of the static interlayer capacitance. It was proven that
a six-capacitances equivalent model corresponding to 2-D electric field distribu-
tion can be reduced to a conventional single capacitance associated to the 1-D
electric field distribution, if the equivalent distance d between layers or adjacent
windings is small enough.
The experimental results show that the calculation’s procedure is consistent for
different transformer architectures and the error remains constant.
The proposed analysis of the electrostatic behavior of high-voltage transformer
and the calculation procedure are important from a practical standpoint for
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three different purposes:

a) reducing the capacitance value and hence the dielectric losses (by modi-
fying for instance the winding arrangement);

b) using the self capacitance of the transformer as an effective circuital pa-
rameter (integration);

c) applying a strategy of capacitance cancellation, that already succeeded
for other two-port devices [198].





Chapter 7

Isolated Planar DC Current
Transformer

7.1 Introduction

The sensor presented in this chapter uses a planar current transformer (CT)
as the main sensing device. For a high upper bandwidth limit the parasitic
capacitance and leakage inductance must be small [191]. The number of turns
on the sensing coil can therefore be reduced, which also decreases the value of the
magnetizing inductance (cf. Lm1 in Fig. 7.3), thus providing some advantages
[82]. The realization cost is lower for a planar transformer rather than a wire
wound device. The drawback of this solution is that the lower corner frequency
increases with fewer turns. This also happens when core materials with low
permeability, a gapped or core-less transformers are used. Therefore, in order
to extend the bandwidth to DC while keeping the advantages at high frequency,
another device able to sense the DC and low frequency part of the measured
signal can be combined with the CT. The technique of matching the frequency
characteristics of two sensing devices for broad band current sensing from DC
to several MHz has already been proposed in literature [199, 200, 73, 201, 202].
The proposed sensor features a Hall-effect based element for performing the low
frequency current sensing. There are at least three well known architectures for
combining a Hall-effect sensor and a magnetic core:

1. open loop;

2. closed loop;

3. a combination of open loop and CT.
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Figure 7.1: Current sensors technologies based on magnetic core: a) open-loop,
b) closed loop, c) current transformer and d) the proposed current sensor.

For all three the Hall element is physically inserted into a gapped magnetic
structure (cf. Fig. 7.1 a, b, d). A description of each architecture is given in
[75]. Closed loop devices are most common and operate on the principle of
compensating the low frequency flux in the core with a feedback from a DC
to low frequency sensor [201, 203], which is typically a Hall element. Since the
magnetic core for a closed loop transducer operates at zero-flux, the operating
point of the sensor is also around the zero flux crossing. It is therefore unnec-
essary for the DC to low frequency sensor to be linear.
The proposed transducer uses a linear Hall element for sensing the current
components from DC up to the lower corner frequency of the planar CT. The
measured current signal is provided by the sum of the output signal of the Hall
element and the CT (cf. Fig. 7.1d). Contrary to the closed loop technology, the
proposed solution is passive and does not require feedback or process electron-
ics. As described in detail in the following sections, the matching between the
Hall element and the CT is provided without electronics stage, which is usu-
ally required for instance in [199]. This chapter presents a planar prototype of
the CT that is an improvement of a previous toroidal device [191]. It has been
empirically verified that the main characteristics of the DC-planar CT are:

1. frequency bandwidth from DC up to 30 MHz;
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Figure 7.2: Sketch of a gapped current transformer.

2. 40 A (DC) current rating;

3. high dv/dt immunity;

4. thermal stability (linear behavior under temperature variations);

5. compact planar transformer with a multilayer PCB winding;

6. low realization cost.

7.2 Principle of Operation

The driving quantity for the functioning of the sensor is the magnetic flux φ.
This is because the output signal of the Hall-effect sensor is proportional to the
flux and the output voltage of the CT is dependent on the flux rate (cf. Fig.
7.5). For this aim it is opportune to use an equivalent circuit of the transformer
which allows to calculate easily the flux and includes also the properties of the
magnetic core. The capacitance-permeance analogy based model was chosen.
The definitions of the used quantities along with the complete set of trans-
former’s equations are included in the fifth chapter of this Dissertation. We
recall hereafter only the formulas needed to explain the principle of operation
of the sensor. A sketch of the gapped current transformer is shown in Fig. 7.2.
The flux in the core if Λg � Λm is defined as

φ = Λg(N1i1 − N2i2). (7.1)
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Figure 7.3: Equivalent electric circuit of a current transformer.

The primary and secondary voltages are given respectively by

v1 = R1i1 + Lσ1
di1
dt

+ Lm1
dim1

dt
(7.2)

and

v2 = R2i2 + L2
di2
dt

− M
di1
dt

= −i2RL. (7.3)

From (7.3) the current ratio can be extracted using the Laplace transform,
where s indicates the Laplace operator. The ratio between primary and sec-
ondary currents is then provided by:

I2(s)

I1(s)
=

N1

N2

s Lm2
R2+RL

1 + s L2
R2+RL

. (7.4)

7.2.1 Ideal Sensor

If the leakage inductance Lσ2 is sufficiently small, which is typical for planar
transformer, then

L2 ≈ Lm2 (7.5)

and, if the winding resistance R2 is negligible with respect to the load resistor
RL, then the time constant associated with the secondary winding assumes the
form:

τ =
L2

RL
. (7.6)
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Accordingly, the current ratio (7.4) can be written as

I2(s)

I1(s)
=

N1

N2

sτ

1 + sτ
. (7.7)

The expression of the flux φ in the frequency domain is obtained from (7.1) and
(7.7):

Φ(s) = Λg(N1I1 − N2I2)

= N1Λg

(
1 − N2

N1

I2

I1

)
I1

= N1Λg

( 1

1 + sτ

)
I1. (7.8)

The Hall-effect element measures the DC to low frequency components of the
current i1. It uses the magnetic flux density B, defined as

B(s) =
Φ

A
(7.9)

generated by the current i1, to deflect an internal current flowing through a
conductor, thus developing a transversal potential. The output voltage signal
of the Hall-effect element VH is thus proportional to B through the sensitivity
SHall, measured in V/T, and is given by

VH = SHallB. (7.10)

The Transfer Function (TF) of the Hall captor VH/I1 can finally be derived
by substituting (7.8) and (7.9) in (7.10) and assuming N1=1:

VH

I1
=

μ0

δ
SHall

( 1

1 + sτ

)
= kH

( 1

1 + sτ

)
. (7.11)

On the other side, the TF of the current transformer VL/I1 is derived by (7.4):

VL

I1
=

RL

N2

sτ

1 + sτ

= kL
sτ

1 + sτ
. (7.12)

Let observe that (7.11) is a low pass function and the (7.12) a high pass function
having the same corner frequency as depicted in Fig. 7.4.
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Figure 7.4: Resulting transfer function of the proposed transducer. The match-
ing between the two sensors is achieved by using an opportune value of the
transformer’s load resistor RL (7.15).
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Figure 7.5: Block diagrams explaining the functioning of the proposed current
sensor in the frequency domain when kH = kL: a) ideal and b) real operating.

222



7.2. PRINCIPLE OF OPERATION

0

0 100 200 300 400 

-10

-20

10

20

[ s]

[A]

a)

b)

Hall 

CT 

 <<  H

  H ~~

CT 

sensor

 

output

Figure 7.6: Sensor components that contribute to the formation of the current
step; operating principle according to Fig. 7.5b. The sum between the Hall
captor and the CT output signals does not reproduce properly the step because
τH ≈ τ : a) simulation and b) measurement.

In the proposed current sensor the output signal is provided by

Vout = VL + VH (7.13)

and these voltages are summed without using process electronics (cf. Fig. 7.1d).
If the gain values of the sensor components are designed to be equal, then the
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overall transfer function of the sensor, provided by the sum of (7.11) and (7.12)
is a flat response over the entire frequency band (cf. Fig. 7.4). Constraining the
gain of each of the two transfer functions to be equal in value yields

RL

N2
≡ μ0

δ
SHall (7.14)

If the parameters N2, SHall and δ have already been selected, then the value of
the load resistance RL has to be chosen such that:

RL =
N2μ0SHall

δ
[Ω] (7.15)

In Fig. 7.5a the block diagram that explains the functioning of the sensor is
shown. There, a quantity proportional to the flux Φ̃ drives both the Hall-effect
element and the current transformer, whose output signals, VH and VL, are
summed to provide in output a constant gain equal to

Vout = kLI1. (7.16)

7.2.2 Real Sensor

The ideal functioning of the sensor has been derived under the assumption of
constant sensitivity of the Hall captor (7.10). Actually, the Hall sensor is better
characterized by a low pass function as:

VH =
SHall

1 + sτH
B. (7.17)

where τH is the time constant of the device. The block diagram that describes
the real functioning of the sensor is depicted in Fig. 7.5b. If the Hall element
corner frequency fH ,

fH =
1

2πτH
(7.18)

is at least one decade larger than the CT’s lower corner frequency f given by

f =
1

2πτ
=

RL

2π

δ

μ0N2
2 A

(7.19)

such that the condition
fH 	 f (7.20)

is verified, then matching between the output signals of Hall element and CT
occurs correctly, similar to the matching behavior presented in [204]. Equation
(7.20) ensures that the Hall-element operates in the linear part of its charac-
teristic curve and that no further attenuation occurs by the matching point.

224



7.2. PRINCIPLE OF OPERATION

Figure 7.7: Exploded drawing of the DC planar-CT indicating the placement
of the layers.

In case
τH ≈ τ (7.21)

then the Hall captor output signal is affected by delay, as shown in the sim-
ulation in Fig. 7.6a and in the measurement Fig. 7.6b, and the sum between
the signal components of Hall and CT does not reproduce properly the current
step. Therefore, the values of RL and L2 must be selected carefully to obtain a
corner frequency f sufficiently smaller than fH .
Moreover, the parameters Lσ2 and R2 affect the real operation of the sensor
and it is opportune to include them in the design and model. Although a planar
transformer shows a smaller leakage inductance than a toroidal device, the Lσ2

plays in increasing role at high frequency and it determines with the winding
self capacitance C the upper bandwidth limit of the transformer. The value
of winding resistance R2 is dependent on the cross-section of the secondary
turns; although a compact secondary coil is desirable to obtain a small device,
a larger wire cross section ensures a lower winding resistance, hence a lower
corner frequency f , (7.19).
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Figure 7.8: Dependency of the planar CTs’ lower corner frequency f according
to (7.19) on the number N2 of secondary turns for different ELP cores.

In [191] a high-frequency permeance based model of the CT was presented.
Here, since the matching between the transfer functions (TF) of the two sensor
components occurs in the kHz range, the presented low-frequency model of the
transformer is suitable for analyzing the proposed signal matching. Accordingly,
skin and proximity effects in the windings, rotational magnetic losses and the
secondary winding self capacitance have been neglected.

7.3 Realization of the Prototype

A toroidal prototype of the proposed current sensor was shown in [191]. The
device was made out of a toroidal gapped magnetic core and a Hall element
positioned in the air gap. An electric screen between the primary was used
to split the interwinding capacitance and to decrease the value of the leakage
inductance [205]. The choice of the planar shape rather than the toroidal one
leads to a significative improvement of the frequency behavior of the device and
brings with it the following advantages while still retaining all the features of
the toroidal prototype:

1. a low profile;

2. an embedded primary conductor in the component, and better control
over parasitics;

3. better manufacturability;
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a)

b)

Figure 7.9: Magnetic flux lines distribution within the core for a frequency
of 1 kHz. This frequency corresponds to the end of the operating region of the
Hall element and the beginning of the transformer’s one. It is important that
the flux lines are linked with the Hall-effect element and remain within the air
gap. Therefore the solution a) of having the air gap far from the winding-PCB
layer is more convenient that having the air gap aligned with the winding PCB
b).

4. the ability to integrate all the main parts, i.e. windings, EM screens,
process electronics into a compact and mechanically robust device;

5. higher frequency bandwidth.
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a) b)

c)

planar

toroid

Figure 7.10: Planar and toroidal current transformer prototypes. a) Particular
of the winding of a planar ELP current transformer, b) devices having the same
magnetizing inductance and c) the measurement of their impedance, showing
the same inductance, but a higher stray capacitance for the planar prototype.

With these aims in mind, a planar magnetic core in combination with an eight-
layers PCB was built: four layers host the secondary coil of 45 turns, one layer
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Figure 7.11: Photograph of the proposed DC planar-CT featuring a planar
ELP18 core.

for the primary, one for the output stage electronics, and the remaining two
layers for ground plane and screen. An exploded view of the sensor structure
is shown in Fig. 7.7. The core consists of two E-cores with an air gap of 1.4
mm. In order to design a sufficiently compact planar prototype, the smallest
commercial ELP ferrite cores were selected [132]. They are ELP14, ELP18 and
ELP22. To reduce the parasitics associated with the windings and to decrease
the number of layers of the PCB, the number of secondary turns was selected
to be the minimum possible for proper sensor operation. For this aim, the
value of the the corner frequency f has been calculated as a function of the
number N2 of secondary turns for four different planar cores. The results of the
calculations are shown in the curves of Fig. 7.8. Since a sufficiently large value
of the inductance L2 is desired in order to fulfill (7.20), the solution of taking
two ELP14 cores has also been considered. An Allegro A3515 Hall element
[197] was chosen for its linear characteristic up to 30 kHz. Therefore only two
cores, ELP18 and ELP22, with a number of turns larger than 40 fulfill (7.20)
and present lower corner frequencies below 5 kHz. Moreover, it is important
that the flux lines link the Hall element and remain within the cross-section of
the air gap until the CT start working within the linear part of its frequency
characteristic: this was verified by FEM simulations shown in Fig. 7.9. On the
basis of these considerations, 18 different prototypes were built, with different
combinations of winding strategies and layers arrangements. A photograph of
the proposed DC planar-CT that features a ELP18 planar core is shown in Fig.
7.11.
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Figure 7.12: Current step response experimental setup

7.4 Experimental Results

7.4.1 Current Step Response

A rectangular shaped current waveform contains more harmonic components
than other waveforms, for instance a triangular one, and is therefore a very effec-
tive test for a current sensor. The current step response of the proposed planar
DC CT was compared with three other wide-bandwidth devices: a Tektronix
A6312 probe (100 MHz), a Shunt LEM 25/10 (10 MHz) and a HOKA Probe
(50 MHz) [199]. The expeimental setup is described in [204]. The measurement
results are shown in Figs. 7.13-7.16, and the performance of the proposed sensor
compares equally well to the other more expensive and well established current
transducers. The high upper bandwidth limit of the CT, measured 30 MHz
according to the procedure presented in [191], allows faithful reproduction of
the rising and falling edges of the current step (cf. Figs. 7.13-7.17) while the
Hall-element detects the stationary edges of the signal.

7.4.2 Core Saturation

A closed loop implementation of the sensor ensures that the magnetic core sat-
urates at higher rating of primary current than an open loop architecture. For
a closed loop sensor, the magnetic field in the core is compensated by the feed-
back action of the DC to low frequency sensor whose output signal is injected
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a)
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Figure 7.13: a) Current step response where the sensors are respectively: 1)
Shunt LEM 25/10, 2) proposed DC planar-CT current sensor, 3) Tektronix
A6312 Probe. Vertical scale: 5 A/div, time scale: 50 μs/div. In b) the Hall
sensor signal is not present; only the planar current transformer is sensing.
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Figure 7.14: Current step response where the sensors are respectively: 1) Shunt
LEM 25/10, 2) Tektronix A6312, 3) proposed DC planar-CT current sensor, 4)
HOKA sensor [199]. Vertical scale 5 A/div, time scale: a) 0.5 μs/div, b) 0.1
μs/div. Furthermore b) shows 20 ns delay of the Tektronix probe.
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LEM LA55P

PROPOSED SENSOR

Tek A6312

Shunt LEM 2510

Figure 7.15: Current step response. Vertical scale 5 A/div, time scale: 0.5
μs/div.

in the secondary winding to oppose the primary MMF (cf. Fig. 7.1b). If the
primary current i1 is stationary (DC) or not sufficiently compensated by the
effect of the secondary current, there is no flux rate, hence the CT is inhibited
and does not provide any output signal.
An issue for the proposed sensor is the saturation of the magnetic core, since
no compensation loop is implemented. However, the quite large air-gap, neces-
sitated by the physical dimensions of the Hall element, reduces the effects of
the non linear magnetic characteristic of the core and stabilizes the value of the
inductance Lm1. This latter becomes less dependent from the core parameters,
(5.9), and decreases in value, because the equivalent permeability of the gapped
system is smaller than the core permeability.
Since the volt-seconds necessary to saturate a magnetic circuit (starting from
B = 0) are

ϕS = N1BSA

= Lm1iS , (7.22)

increasing the air-gap length reduces the inductance value according to (5.8)
and (5.9), whereas the current iS , for which saturation occurs, increases. ϕS and
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1 

2 

Figure 7.16: Current step response where the sensors are respectively: 1)
proposed DC planar-CT current sensor, 2) 1 Shunt LEM 25/10. Vertical scale:
20 A/div, time scale: 50 μs/div.

BS indicate saturation flux and induction, respectively. Fig. 7.16 shows a 0.2
ms current step of 50 A in amplitude; the sensor is able to measure such current
steps. By means of similar tests, an excellent linear behavior has been registered
up to 40 A DC.

7.4.3 dv/dt Immunity Test

The interwinding capacitance of the CT couples the primary and secondary
windings. Whenever there is a high dv/dt in the primary or near the secondary,
the disturbance is transferred to the secondary in the form of a common mode
current. This disturbance can also appear, if the current sensor is placed closely
to a fast switching MOSFET: the sensor is stressed with severe dv/dt. In this
case v represents the drain to source voltage. One measurement result of dv/dt
immunity is shown in Fig. 7.18. The measurement setup adopted to produce the
voltage step was similar to the one used to generate the current step. However,
a faster switching FET was used and a series connection of resistors of total 3
kΩ was inserted in the primary to reduce the flowing current in the primary
to nearly zero as well as the stray capacitance of the resistors. In this way,
the current measured by the sensors under test was just due to the parasitic
capacitances that couple the transients dv/dt into the output of the sensor. The
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1
2

3

Figure 7.17: Current step response where the sensors are respectively: 1)
proposed DC planar-CT current sensor, 2) Tektronix A6312 current probe and
3) Pearson. Vertical scale: 5 A/div, time scale: 0.5 μs/div.

distortion registered in output of the proposed sensor for 16 kV/μs voltage rate
is comparable to the performance of a Tektronix A6312 used as reference device
(cf Fig. 7.18).

7.5 Conclusion

This chapter has presented a novel isolated current sensor made out of the
combination of a Hall-effect element, positioned in the air gap of the magnetic
structure, and a planar current transformer with a multilayer PCB winding.
The Hall captor is sensitive to the DC to low frequency components of the
measured current, whereas the higher frequencies, to which the Hall sensor is
insensitive, are detected magnetically by the CT. The matching between the
Hall element and the CT is performed without electronic stage.
The functioning has been explained analytically by means of a permeance model
of the transformer. This model allows access to the flux, flux rate and MMF
besides the electrical quantities. Furthermore, it allows time and frequency sim-
ulations on electrical network simulators of electro-magnetic networks; it allows
implementation of frequency dependent components, complex permeability and
direct core losses extraction.
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Figure 7.18: dv/dt immunity test. 1) voltage step (16 kV/μs), 2) proposed DC
planar-CT current sensor, 3) Tektronix A6312. Time scale: 20 ns/div; voltage
scale: 20 V/div; current scale 0.5 A/div.

Simulations and FEM results have been presented for verification.
It has been shown that the appropriate dimensioning of the magnetic system,
and especially the accurate selection of the corner frequency f of the CT trans-
fer function is important to grant the correct functioning of the sensor.
The choice of the planar magnetic structure led to the following advantages,
while still retaining all the features of a former toroidal prototype [191]: higher
frequency bandwidth, low profile, better manufacturability and compatibility
with integration processes.
Furthermore, a planar prototype has been shown and the following features have
been verified experimentally: frequency bandwidth from DC up to 30 MHz, high
current rating (40 A DC), superior linearity, high immunity against dv/dt tran-
sients.
All these performances, in particular accuracy and low realization cost, comply
with the requirements necessary for the application of the sensor within the
latest generation of converters and drives.



Chapter 8

Conclusion

8.1 Dissertation Summary

In Chapter 2, a novel hysteresis current control concept for three-phase three-
level PWM rectifiers is presented. The proposed control is based on a virtual
connection of the output center point and the mains star point and achieves
a decoupling of the three phases. This control technique, besides having the
advantages of a classical hysteresis control, provides a more regular switching
of the power transistors and an intrinsic stability of the output center point
voltage, and allows a full utilization of the modulation range. The novel control
concept is discussed and compared to conventional current control techniques.
The current control is digitally implemented and experimental results for con-
trolling a Vienna Rectifier are presented. Furthermore, a pre-control signal for
the hysteresis band is implemented to obtain coordinated switching between
the phases and results in a near constant switching frequency and a current rip-
ple performance that is similar to conventional carrier-based PWM controllers.
Theoretical analysis of the control method is presented and the performance of
the phase decoupling is experimentally verified.

In Chapter 3 deals with the center-point voltage balancing issue for three-
level converter topologies. The balancing of the output center-point voltage of a
hysteresis current-controlled three-level PWM rectifier is realized by adding an
offset to the input current-reference. It is shown that the strategy of augmenting
the current reference by an offset in direct (hysteresis) modulated three-level
rectifiers is equivalent to the utilization of the redundant switching-states in
indirect (voltage-oriented) PWM modulation. The main characteristics of di-
rect and indirect current-control methods for three-phase active rectifiers are
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presented, with particular emphasis on the degree-of-freedom one can use to bal-
ance the center-point in three-level topologies. The space-vector representation
of the input rectifier voltage and current is chosen to explain the effect of the
current offset injection on the output center-point voltage. The influence of the
current offset injection on the mains currents as well as the control and center-
point characteristics are analyzed and verified by measurements. Finally, the
design of the center-point controller is presented and its dynamic performance
is experimentally demonstrated.

In Chapter 4, the implementation and experimental verification of two dis-
continuous pulse-width modulation (DPWM) methods for three-phase, three-
level rectifiers are presented. DPWM’s features, such as improved waveform
quality, lower switching losses and reduced AC-side passive component size, are
investigated and compared to the conventional continuous pulse-width modu-
lation (CPWM). These features allow higher power density and/or efficiency to
be achieved and are important targets for the next generation of power recti-
fiers. The implementation of the two DPWM strategies is explained by means
of space-vectors representation and modulation functions. A detailed analysis
of both AC-side and DC-side current waveforms is presented, and there is ex-
cellent agreement between the analytical, simulated and experimental results
for the mains current ripple amplitude and output center point current over the
practical modulation range. Finally, the control of the center point voltage is
discussed.

In Chapter 5, the frequency dependent characteristics of a gapped toroidal
structure are extracted empirically over a bandwidth that exceeds 30 MHz. The
analysis is complicated due to non-linear flux distributions, magnetic properties
of the core material, leakage inductance, stray capacitances and eddy currents
in the windings. A permeance model of the core is implemented to model the
magnetic circuit. The model includes a linear lumped element equivalent cir-
cuit to approximate the non-linear complex permeability of the core, which was
measured empirically. Stray capacitance and inductance of the winding are also
modeled. A gyrator is used to couple the electric and magnetic models for circuit
simulation. The measured and simulated results of open-circuit impedance from
the secondary winding and the transimpedance gain (V/A) of the current sensor
are compared and discussed. The Chapter deals also with the high frequency
characterization of ferrite material. The flux distribution within the ferrite is
modeled using the electromagnetic wave propagation theory and the dimen-
sional resonance effect is explained. Derivations for the losses in the core and in
the winding are included in the Chapter. A review of the literature dealing with
the calculation of the frequency-dependent winding resistance is presented and
the winding impedance for the case-study is calculated by a modified Dowell
formula.
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Chapter 6 deals with the electrostatic analysis of wound ferrite compo-
nents, and a particularly complex architecture, the high-voltage transformer,
is selected to analyze with a broad perspective, the electric field distributions.
The calculation of transformer’s parasitics, in particular of its self capacitance,
is fundamental for predicting the frequency behavior of the device, to reduce
the capacitance’s value and moreover for more advanced aims of capacitance
integration and cancellation. The chapter presents a comprehensive procedure
for calculating all contributions to the self-capacitance of high-voltage trans-
formers and provides a detailed analysis of the problem, based on a physical
approach. The advantages of the analytical formulation of the problem rather
than a finite element method analysis are discussed. The approach and formulas
presented have general validity and can be used for other wound components
rather than just step up transformers. Analytical and experimental results are
presented for three different high-voltage transformer architectures.

Chapter 7 presents a novel, planar current sensor, comprised of a magnetic
current transformer and a Hall-effect element. The sensor has a broad frequency
bandwidth from DC up to 30 MHz, a high current rating (40 A DC), superior
linearity, high EMI immunity, small size, robustness and low realization cost.
The main design formulae are given; simulations and finite element results are
presented for verification. Experimental results of current step response and
dv/dt immunity are included.

8.2 Dissertation Conclusion

The main advantage of the Decoupling Hysteresis Control (DHC) for three-level
PWM rectifiers is to eliminate the phase interaction and stabilize the switching
frequency. This is achieved by injecting a zero-sequence signal at a control level
or, specifically, by augmenting the current reference by a zero-sequence current
that would circulate if the mains star point and the rectifier output center-
point are connected. Since the connection between the mains star point and
the rectifier output center-point is only virtually established, the zero sequence
voltage between these two points can be used as a degree of freedom in the
modulation, and can be shaped suitably in order to extend, for instance, the
modulation range. The decoupling signal injection to stabilize the switching
frequency of hysteresis current controllers, has also been successfully combined
with a virtual flux based reference current generation method for use in grid
connected inverters [206, 207]. Furthermore, the technique of synchronization of
the switching pulses around a common clock reference frequency for the DHC
has the advantage that the waveform quality is similar to the conventional
carrier based current controller.
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The center-point voltage control for three-level rectifiers has been achieved
by augmenting the current reference value by a common offset, which has a load-
ing effect on the center-point. The essential advantages of the control concept
are (1) the very straightforward realizability by practical circuits and (2) the
possibility of a direct inclusion into a high–dynamic (analog) hysteresis control
of the mains current. Therefore, the method can be applied also for low–power
rectifier systems and for systems with switching frequencies greater than 100
kHz.

For practical realization of the current control of three-level rectifier, discon-
tinuous modulation is preferred over continuous modulation, especially if high
power density and/or low filtering effort and/or small size of the AC-side passive
components are required. Since the advantages of the discontinuous modulation
are recognized for higher modulation indices, it may be a good strategy to swap
between different modulation strategies according to rectifier’s operating point,
thus realizing a high-performance adaptive modulation algorithm [108, 103].

In order to predict and reproduce the impedance and the transimpedance
frequency characteristics of the current sensor, a transformer model based on the
permeance-capacitance analogy [191, 137] has been introduced in the Disserta-
tion. This model presents numerous advantages, such as (1) the implementation
of frequency dependent components and complex permeability; (2) the simula-
tion of a magnetic network by an electrical circuit; (3) it allows access to the
flux rate and the magneto-motive force; (4) geometry and number of turns are
included in the model; (5) since a resistance element in the permeance model
represents core losses (unlike the conventional magnetic reluctance model where
resistance represents energy storage), core losses could be also extracted using
this method [126].

The upper bandwidth limit of the study-case, constituted by the gapped cur-
rent transformer, is mostly dependent on the winding impedances, in particular
the stray winding capacitances [165], and this was also verified by measure-
ments.

The two factors that are responsible for the error in the parasitic capac-
itance calculation are: the distance d between layers of turns and the turns
arrangement, either aligned or orthocyclic.

The proposed calculation procedure for determining the self-capacitance of
wound components is important from a practical standpoint for three different
purposes: (1) reducing the capacitance value and hence the dielectric losses (by
modifying for instance the winding arrangement); (2) using the self capacitance
of the transformer as an effective circuital parameter (integration); (3) applying
a strategy of capacitance cancellation, that already succeeded for other two port
devices [198].
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The proposed planar current sensor has a commercial potential in virtue of
the following experimentally verified performance: frequency bandwidth from
DC up to 30 MHz, high current rating (40 A DC), superior linearity, high
immunity against dv/dt transients.
All these performance measures, in particular accuracy and low realization cost,
comply with the requirements necessary for the application of the sensor within
the latest generation of converters and drives.

8.3 Recommendations for Future Work

The limitations for the digital implementation of a modulation method in an
industrial rectifier system are dictated by the computation capability of the
presently available Digital Signal Processors (DSPs). The increase of the switch-
ing frequency, which is the traditional approach to increase the power density
and to improve the dynamic performance of the controller, is possible but lim-
ited by the speed of the DSP. The modulation strategies implemented in this
Dissertation have been using an Analog Devices ADSP-21991 DSP, which is
specified as a 160 MIPS processor. The implemented software (non-optimized)
leads to an upper switching frequency of 25 kHz for the implementation of the
Space Vector Modulation for the three-level rectifier. Therefore, the optimiza-
tion of the code for a more efficient utilization of the computation capability of
the DSP should be undertaken.

There are applications that require a high switching frequency, such as rec-
tifiers in modern aircraft. The rectifiers are currently implemented using multi-
pulse passive rectifier circuits. The trend is to increase the power density and
lower the weight of the future more-electric-aircraft and therefore the active
rectification will have an increasing importance. The modern aircraft now op-
erate with a mains fundamental frequency that has a range from 360 to 800
Hz. The standards require that the current quality is assessed up to the 61st
harmonic. Therefore, the active rectifier requires a switching frequency in the
order of 100kHz and a current controller bandwidth of at least 50 kHz. There-
fore, high performance current controllers are necessary and an investigation
into the applicability of the controllers presented in this Dissertation should be
undertaken for these new aircraft applications.

An alternative to the conventional Space Vector Modulation is represented
by a direct modulation strategy, such as the presented Decoupling Hysteresis
Control, which has an excellent dynamic performance. Further research can
be addressed to improve the harmonic impact of hysteresis-based modulation
strategies and to stabilize the switching frequency.

The performance and accuracy of the hysteresis current controller is de-
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pendent on the accuracy of the current sensor. Further research is necessary
to develop prototypes of the current sensors with better EMI performance and
with a simple layout and easy to reproduce characteristics.

The thermal dependence, the linearity, the offset compensation and the cur-
rent derating characteristics are all aspects of the design, especially for magnetic
core based current sensor architectures, that need further investigations.
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A.1 Switch Signal and Input Rectifier Voltage
for the First Sector

Fig. 8.1 shows the switch gate signals of the Vienna rectifier for the first sector.
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Figure 8.1: Vienna Rectifier switch gate signals and rectifier input voltages
for one switching period TP in the first sector.



Appendix

From the switching pattern and the duty cycles of the applied vectors, the
input rectifier to center point average voltages are shown and are given by

vRM =
1

2
Vo(1 − δ(0−−))

vSM = −1

2
Vo(δ(0−−) + δ(+−−))

vTM = −1

2
Vo(1 − δ(+00)). (8.1)

A.2 Space Vectors Duty Cycle Calculation for
the First Sector

The sector border angles ϕ1 and ϕ2 shown in Fig. 8.2 are dependent on the
modulation index M and defined as

ϕ1 =
π

3
− ϕ2

ϕ2 = arcsin
1√
3M

(8.2)

The voltage reference phasor V ∗ is given by the time average over one switching
period Tp of the space vectors available in Sector 1

V ∗(ϕ) = δ(0−−)v(0−−) + δ(+−−)v(+−−)

+ δ(+0−)v(+0−) + δ(+00)v(+00). (8.3)

where in the first sector the space vectors are

v(0−−) ≡ v(+00) =
1

3
V0

v(+−−) =
2

3
V0

v(+0−) =
1√
3
V0e

j π
6 (8.4)

and the duty cycles in a switching period TP add up to unity

1 = δ(0−−) + δ(+−−) + δ(+0−) + δ(+00). (8.5)

A complex modulation index is defined as
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Figure 8.2: Representation of the M dependent border angles ϕ1 and ϕ2

between two sectors and, in particular, of the space vectors available in sector
1.

V ∗
1
2
V0

= mα + jmβ (8.6)

By replacing (8.4) in (8.3) and considering (8.5) and (8.6) it follows that the
real and imaginary parts of the complex modulation function are given by:

mα = 1 +
1

3
δ(+−−) − 1

3
δρ (8.7)

mβ =
1√
3
δ(+0−) (8.8)

where δρ = δ(0−−) + δ(+00). Hence the space vectors duty cycle for the Sector 1
can be expressed as a function of the modulation index as

⎛
⎝ δρ

δ(+−−)

δ(+0−)

⎞
⎠ =

⎛
⎝ 2 −1 −1

−1 1 −1
0 0 −2

⎞
⎠ m̃ (8.9)
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where

m̃ =

⎛
⎝ 1

3
2
mα√
3

2
mβ

⎞
⎠ =

⎛
⎝ 1

3
2
Mcosϕ√
3

2
Msinϕ

⎞
⎠ . (8.10)

The expression of the duty cycles as a function of the modulation index,
exemplarily shown for the first sector, is the basis for the calculation of the
current ripple (4.25)-(4.27) as well as of the capacitor current (4.31), calculated
in Appendix D.

A.3 Switching Loss Calculation

Assuming sinusoidal mains currents, the switching losses are defined as

PT =
1

π

∫ π

0

fP kf |i(ϕ)|dϕ. (8.11)

For CPWM, with ρ = 0.5, the switching occurs continuously over the en-
tire fundamental period [0, 2π]. The product kf |i(ϕ)| relevant for the switching
losses in CPWM is plotted in Fig. 8.3a for the phase R and is normalized by
kffP Î. The losses can be calculated integrating the function kf |i(ϕ)| according
to (8.11) and setting the appropriate integration intervals, resulting in (4.21).
Observe that for DPWMA the phase switches are clamped over defined inter-
vals, hence the switching losses are zero and therefore kf = 0. The resulting
product kf |i(ϕ)| is shown in Fig. 8.3b for DPWMA and M = 0.8. For DPWMA
the section angles (8.2) defining the clamping intervals are dependent on M .
For DPWMB the clamping intervals are different than for DPWMA and in-
dependent of M . The function kf |i(ϕ)| for DPWMB is shown in Fig. 8.3c.
Therefore contrary of DPWMA, the factor of possible frequency increase for
DPWMB is independent of M (4.23)-(4.24).
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Figure 8.3: Normalized functions kf |i(ϕ)| relevant for the calculation of the
switching losses represented over half mains period for a) CPWM, b) DPWMA
and c) DPWMB. The function kf |i(ϕ)| for DPWMA is represented for M = 0.8
and the clamping intervals are dependend on M according to (8.2).

A.4 Output Capacitors RMS Current

The average value over a switching period of the current i+,avg in the positive
bus bar within the interval [0, π

3
] can be defined as a function of ρ− (4.14) and

for Sectors 1, 2a, 2b and 3 as follows

i+,avg,1(ϕ) = (δ(+−−) + δ(+0−) + ρ−(δ(+00) + δ(0−−))iR

i+,avg,2a(ϕ) = (δ(+0−) + ρ−δ(+00) + δ(0−−))iR

i+,avg,2b(ϕ) = (δ(+0−) + δ(0−−))iR

+ ρ−(δ(++0) + δ(00−))(iR + iS)

i+,avg,3(ϕ) = δ(+0−)iR

+ (δ(++−) + ρ−(δ(++0) + δ(00−)))(iR + iS) (8.12)
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where the method to calculate the space vectors duty cycles is shown in Ap-
pendix 8.3. The integration of the currents (8.12) gives the global average of
the current in the positive bus bar. If the distribution ρ− is set according to
the scheme DPWMA , then

I+,avg,DPWMA =
1
π
3

( ϕ1∫
0

|i+,avg,1(ϕ)|ρ=1 dϕ

+

π
6∫

ϕ1

|i+,avg,2a(ϕ)|ρ=1 dϕ

+

ϕ2∫
π
6

|i+,avg,2b(ϕN )|ρ=0 dϕ

+

π
3∫

ϕ2

|i+,avg,3(ϕ)|ρ=0 dϕ

)
(8.13)

where ϕ1 and ϕ2 are defined as shown in Fig. 8.2. In order to calculate the
rms-value of the positive bus bar current, the squared values of the currents
have to be considered in (8.12) averaged over the switching period. The squared
current can be written for each sector in a general form analogous to (8.12), and
integrated similar to (8.13) referring to the integration intervals for DPWMA.

Finally, the rms-current into the upper output capacitor (C+ in Fig. 4.1)
can be calculated as

I2
C,rms = I2

+,rms − I2
+,avg (8.14)

and this yields to (4.31), which is a result independent of the modulation
scheme.
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A.5 FEM Formulation in Terms of Weighted
Residuals

A general physical problem is expressed by a function g(x), where x ∈ R
n and

g ∈ C
n. The dynamics of the problem is described by a partial differential

equation
Ag(x) − f = 0 (8.15)

where A is a linear operator and f is a constant vector. Under the assumption
that A is linear, symmetric and positive defined, (8.15) represents the stationary
condition of the functional F (x), defined as

F (x) =
1

2
〈A(g(x)), x〉 − 〈f, x〉 (8.16)

where 〈.〉 indicates the spatial average (dot product). The weak form of (8.15)
in terms of residual weighted by test functions h(x) is∫

Γ

[A(g(x)) − f ] · h(x)dx = 0 ∀ h(x) ∈ R
n (8.17)

Lets take N nodes on the domain Γ and follow the Galerkin’s method:

• approximate the problem’s solution g(x) in the form:

g(x) =
N∑

i=1

uiΦi(x) (8.18)

where ui represent the weights and Φi are the shape functions;

• write N equations like (8.17), using the shape functions Φi(s) as test
functions:

h(x) = Φi i = 1, 2, . . . , N (8.19)

There results a system of N algebraic equations in the unknowns ui, with
i = 1, 2, . . . , N

〈A(
∑

i

uiΦi) − f, Φi〉 = 0 (8.20)

where A(
∑

i uijΦi)−f represents the mismatch or error on the equation A(x)−
f = 0.
By (8.20) the orthogonality between the mismatch and the shape functions
is imposed, i.e. the projection of the error in the space of the approximating
functions is zero.
The initial problem has been simplified into the solution of a system of N linear
algebraic equations in the N unknowns ui. The crucial steps of this procedures
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are the creation of the mesh and the choice of suitable shape functions Φi.
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